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Formic acid decomposes primarily to CO and H2 0 in the gas phase, but to CO, and 
H,  in the aqueous phase. Ab-initio quantum chemical calculations were performed, 
using Hartree-Fock and density functional methods, to seek an explanation for this 
behavior. The effect of water on the two decomposition pathways and on the isomeriza- 
tion of formic acid was determined. The transition state structures were fully optimized 
and include up to two water molecules. In the absence of water, dehydration is more 
favorable than decarboxylation. The presence of water reduces the activation barriers for 
both decomposition pathways, but decarboxylation is consistently more favorable than 
dehydration. The water molecules actively participate in the bond-breaking and bond- 
forming processes in the transition state. The reduction in the activation barriers with 
the addition of water indicates that water acts as a homogeneous catalyst for both 
dehydration and decarboxylation, whereas isomerization of formic acid occurs indepen- 
dently of water. Water has a strong effect on the relative stability of the formic acid 
isomers, acid - water complexes, and transition states. The relative stability of the transi- 
tion states plays an important role in determining the faster decomposition pathway. 

Introduction 
Carboxylic acids are important elements in the preparation 

of various commercial products, resulting in appreciable 
quantities of carboxylic acids in waste streams (Mishra et al., 
1995). In addition, carboxylic acids are frequently observed 
intermediate products from the oxidation of organic wastes 
in both gas and aqueous phases (Thornton and Savage, 1990). 
Hence understanding the decomposition kinetics and mecha- 
nisms for these organic acids is important. 

Decomposition of formic acid, the simplest carboxylic acid, 
has been studied both experimentally and theoretically. Al- 
though many mechanisms have been suggested in the litera- 
ture, including free-radical chemistry, ionic chemistry, and 
surface catalysis, molecular elimination is considered the most 
important mechanism in both the gas phase (Blake and Hin- 
shelwood, 1960; Hsu et al., 1982; Saito et al., 1984; Goddard 
et al., 1992; Francisco, 1992) and in the presence of water 
(Ruelle et al., 1986; Melius et al., 1990). It is generally agreed 
that the reaction network consists of two parallel pathways: 

HCOOH + CO, + H 2  decarboxylation (1) 

HCOOH -+ CO+ H,O dehydration. (2) 

wood, 1960; Blake et al., 1971; Hsu et al., 1982; Saito et al., 
1984) and the aqueous phase (Bjerre and S~rensen, 1992; Brill 
et al., 1996; Yu and Savage, 1998). The gas-phase experi- 
ments show that the CO yield is substantially greater than 
the CO, yield, which indicates that dehydration is the pri- 
mary pathway. On the other hand, the aqueous-phase experi- 
ments point to decarboxylation as the main pathway. 

This difference in the selectivity in the gas phase and the 
aqueous phase could possibly be explained by water being a 
homogeneous catalyst for the decarboxylation pathway 
(Ruelle et al., 1986). One way to address this issue of water’s 
potential catalytic role is theoretical investigation. Several ab 
initio quantum chemical calculations for formic acid and its 
decomposition have been reported (Ruelle et al., 1986; Ru- 
elle, 1987; Melius et al., 1990; Goddard et al., 1992; Fran- 
cisco, 1992; Kumaresan and Kolandaivel, 1995). Francisco 
(1992) and Goddard et al. (1992) studied the gas-phase reac- 
tion in the absence of water and showed that the activation 
energy for decarboxylation was slightly higher than that for 
dehydration, which is consistent with the higher yield of CO 
observed in gas-phase experiments. 

Ruelle et al. (1986) also studied the gas-phase reaction and 
I _  

suggested that the decarboxylation step in the gas phase is 
catalyzed by water produced in the dehydration step. They 
showed that including a single water molecule in the decar- 

Several experiments on formic acid decomposition have 
been reported for both the gas phase (Blake and Hinshel- 
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activation barrier for decarboxylation. The quantitative relia- 
bility of their calculation has been questioned, however, since 
some of the transition states they found for formic acid de- 
composition may be flawed (Francisco, 1992). 

Melius et al. (1990) studied the effect of water at high den- 
sity as a solvating agent and catalyst for the water gas shift 
reaction (CO + H,O = CO, + H,), which they took to pro- 
ceed through a formic acid intermediate. They included up to 
two water molecules in the transition states for dehydration 
and decarboxylation and demonstrated that both pathways are 
catalyzed by water. They found that decarboxylation is the 
favored pathway for all cases considered, even in the absence 
of water, which is inconsistent with the data obtained from 
gas-phase experiments (Blake and Hinshelwood, 1960; Blake 
et al., 1971; Hsu et al., 1982; Saito et al., 1984) and the calcu- 
lations by Francisco (1992) and Goddard et al. (1992). Since 
their focus was on the water gas shift reaction rather than the 
formic acid intermediate, Melius et al. (1990) did not make 
any distinction between the different isomers of formic acid. 
Accounting for the relative stability of the cis and trans iso- 
mers could affect the activation barriers and hence the selec- 
tivity. Furthermore, Melius et al. did not optimize the struc- 
ture of formic acid stabilized by water molecules to calculate 
the energy of the hydrated formic acid molecules. Instead, 
they determined the total energy of the hydrated formic acid 
as the sum of the energies calculated separately for formic 
acid and water molecules. Since formic acid and water inter- 
act by forming hydrogen bonds, it is unlikely that the total 
energy of the hydrated formic acid would simply be the sum 
of the energies of its individual components. 

The recent appearance of new experimental data for formic 
acid decomposition in an aqueous phase (Brill et al., 1996; 
Yu and Savage, 1998) and the inability of any of the previous 
theoretical studies to explain fully all of the available experi- 
mental data for formic acid decomposition motivated the 
present study of the effect of water on formic acid decompo- 
sition. We considered three scenarios: formic acid and the 
decomposition transition states stabilized with (1) zero, ( 2 )  
one, and (3) two water molecules. Case (1) represents the 
gas-phase decomposition, and cases (2) and (3) the hy- 
drothermal decomposition. The present work differs from 
previous theoretical studies in that the formic acid isomers 
are treated as distinct species, the effect of their relative sta- 
bility on the activation barriers is considered, and hydrated 
formic acid isomers are optimized individually to calculate 
their energies more accurately. 

Computational Methods 
Ab-initio calculations were performed with Gaussian 94 re- 

vision B.3 (Frisch et al., 1995). The equilibrium geometries of 
reactants and products were fully optimized with the Berny 
optimization method (Schlegel. 1982). We used the syn- 
chronous transit-guided quasi-Newton method (Peng et al., 
1996; Peng and Schlegel, 1993) to locate the transition state 
structures. Frequency calculations using the analytic second 
derivatives were performed to compute various thermody- 
namic quantities as well as the thermal energy corrections to 
the total electronic energy. We performed the frequency cal- 
culations at a temperature ( T )  and pressures ( p )  representa- 
tive of the experimental reaction conditions: T = 700 K, p = I 
atm (gas phase)/300 atm (hydrothermal). 

Geometry optimizations and frequency calculations were 
performed with Hartree-Fock theory and the 3-21 G(d,p) ba- 
sis set. We performed single-point energy calculations on the 
optimized geometry, using Becke’s three-parameter hybrid 
method (Miehlich et al., 1989; Becke. 1993) with the Lee, 
Yang, and Parr correlation functional (Lee et al., 1988) and 
the 6-311 + G(2d,p) basis set. This combination of the theory 
and basis set was chosen based on the results from a study 
conducted by Foreman and Frisch (19961, which compared 
various model chemistries with experimental data. Although 
all the structures are singlets, bond dissociations occur at 
transition states, which suggests that the unrestricted method 
may be required to describe them properly. We conducted 
several test calculations using both the restricted and unre- 
stricted methods. The results were identical for both meth- 
ods, even when the HOMO and LUMO were mixed to de- 
stroy the spin symmetry for the initial guess of the Hartree- 
Fock wavefunction. Therefore, all the results reported in this 
article are based on calculations using the restricted method. 
All of the calculations were conducted for molecules in a 
medium of zero dielectric constant. The dielectric constant of 
water at 700 K and 300 atm is about 3.9 (Haar et al., 1984>, 
however, so we performed several calculations using the 
self-consistent reaction field methods for reactions in solu- 
tion and observed no significant change in the numerical re- 
sults. 

Results and Discussion 
Molecular structures 

Tables 1 and 2 summarize the optimized and experimental 
ground-state geometries of the trans and cis formic acid iso- 

Table 1 Optimized and Experimental Ground-State Geometries for Formic Acid Isomers in the Absence of Water (H,CO,O,H,) 
(4 d e d  

Coordinate Trans (Calc.) Trans (Exp.Y Cis (Calc.) G s  (Exp.Y* 

r ( 0 ,  = C )  1.198 1.202~0.010 1.192 1.2945 f 0.0031 
r(C - H , )  1.074 1.097 i 0.005 1.081 1.1050 f 0.0043 
r (C-0 , )  1.354 1.343i0.010 1.358 2.3520 f 0.0028 
r ( 0 ,  - H , )  0.945 0.972 i 0.005 0.940 0.9555 i 0.0053 
L(O,=C-O,)  124.6 124.9i 1 122.3 122.12 i0 .37 
L ( H 1  -C-O,) 109.4 111.0 * 2+ 113.8 114.64i0.56 
L ( H , - C = O , )  126.0 124.1i2 123.9 123.23 k0.58 
L ( C - 0 ,  - H Z )  111.8 106.2 f 1 113.3 109.68 i 0.44 
L ( H ,  -C-O,  - H 2 )  180.0 180.0 0.0 0.0 

*Kwei and Curl (1960). 

tEstimated uncertainty. This angle was not given in the original reference 
**Bjarnov and Hocking (1978). 
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Table 2. Optimized and Experimental Grouvd-State Geome- 
tries for Decomposition Products (A, deg) 

Species Coordinate Calc. Exp. 
co r(C-0) 1.129 1.128* 
COz r(C-0) 1.156 1.160** 
H, r(H-H) 0.737 0.739+ 
H,O r(0-H) 0.941 0.958* 

L(H-0-H) 105.8 104.Y 

*Francisco (1992). 

‘Jeppesen (1933) 
**Graner e t  a1 (1986) 

mers and their decomposition products. Experimental uncer- 
tainties are given where they are available. Despite the low 
level of theory and small basis set used for optimization, Ta- 
bles 1 and 2 show that the predicted and experimental ge- 
ometries are consistent. 

Visualization of the molecular structures provides helpful 
insight into the reaction mechanism. Figures 1 and 2 show 
the structures of the formic acid isomers and the transition 
states for the two decomposition pathways in the absence of 
water. These and all the molecular structures were con- 
structed using the visualization program Xmol, developed by 
the Minnesota Supercomputer Center (Xmol, 1993). Xmol 
displays small solid rectangles between atoms that it consid- 
ers to be close enough to be chemically bonded. We added 
dashed lines between some atoms to enhance the clarity of 
the transition-state structures. It is apparent in Figures 1 and 
2 that formic acid must be in the appropriate configuration 
for each decomposition pathway to proceed. In other words, 
it is the trans isomer of formic acid (Figure la), in which the 
two hydrogen atoms are on opposite sides of the CO bond, 
which leads to the dehydration transition-state structure (Fig- 
ure lb). In this transition state, formic acid is distorted such 
that the hydrogen atom bonded to the carbon atom ap- 
proaches the hydroxyl group, which foreshadows the eventual 
cleavage of the CH bond and formation of water and carbon 
monoxide molecules. Similarly, the cis isomer (Figure 2a), in 

mhich the two hydrogen atoms are on the same side of the 

\ 1.770 I 1.157 

’ I’ 
I ,  

Figure 1. Predicted structure for: (a) trans formic acid 
in the absence of water; (b) dehydration tran- 
sition state connecting trans formic acid with 
CO + H,O. 

I600 /7 
H v _ _ _ _ - - - -  

; 106.4 
/? 
H , I, Y, 

I138 

Figure 2. Predicted structure for: (a) cis formic acid in 
the absence of water; (b) decarboxylation 
transition state connecting cis formic acid 
with CO, + H,. 

CO bond, is the precursor for the decarboxylation transition 
state structure (Figure 2b). In this case, the two hydrogen 
atoms approach each other, suggesting the formation of car- 
bon dioxide and hydrogen molecules. 

m 
2.187 0.941 

0.943 
1.070 

1.371 

0.945 

(a) 

0.944 

1.170 

1.660 

1.366 

0.911 

Figure 3. Predicted structure for: (a) trans formic acid 
with one water molecule (Configuration A); (b) 
dehydration transition state connecting the 
trans formic acid plus H,O with CO +2H,O. 
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3.053 

0.94 I 

1.197 

1.344 

1.056 A 

Figure 4. Predicted structure for: (a) cis formic acid with 
one water molecule (Configuration A); (b) de- 
carboxylation transition state connecting the 
cis formic acid plus H,O with CO, + H, + H,O. 

This type of isomer-specific selectivity for different decom- 
position pathways seen in absence of water is also observed 
for water-assisted decomposition. Figures 3 and 4 show the 
optimized formic acid isomers and transition-state structures 
stabilized with one water molecule, which was initially placed 
on the side of formic acid opposite the carbonyl oxygen atom. 
Although the net consumption of water molecules in these 
reactions is zero, the identity of the atoms in that water 
molecule is not conserved as a result of water’s participation 
in the bond-breaking and bond-forming processes. In the case 
of dehydration (Figure 3), one hydrogen atom in the water 
molecule joins the hydroxyl group in the trans formic acid to 
form a new water molecule, while the hydrogen bonded to 
carbon in the acid breaks off to regenerate a water molecule. 
Similarly, in the case of decarboxylation (Figure 4), one hy- 
drogen atom from the water molecule joins the hydrogen atom 
bonded to the carbon atom to form a hydrogen molecule, 
while the hydrogen atom from the acid hydroxyl group regen- 
erates the water molecule. Figures 5 and 6 show that the de- 
composition reactions are assisted by two water molecules in 
a manner similar to that when only one water molecule is 
present. 

Relative energies for the decomposition pathways 
Table 3 presents the total energies of reactants, products, 

and transition states involved in formic acid decomposition. 
The total energy is the sum of the electronic energy and the 
thermal energy correction, which accounts for the energy 
arising from nuclear motion at a specified temperature and 
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0.94 I 

1.516 

1.383 
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0.945 @ 
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1.609 

1.417 
0.915 

Figure 5. Predicted structure for: (a) trans formic acid 
with two water molecules (Configuration A); 
(b) dehydration transition state connecting the 
trans formic acid plus 2H,O with CO +3H,O. 

pressure. Based on this information, the heats of reaction and 
activation energies were calculated for formic acid decompo- 
sition. Since the total energy is temperature dependent, the 
activation energies are also temperature dependent, that is, 
they are not Arrhenius activation energies. The relative ener- 
gies are presented in Figures 7 through 9. Figure 7 is the 
energy diagram for the gas-phase reactions, constructed with 
the trans formic acid isomer as the reference point. Figures 8 
and 9 are the energy diagrams for the water-assisted path- 
ways, with the cis formic acid isomer as the reference point. 

If the activation energies were to be calculated as the dif- 
ference between the total energies of the transition state and 
the formic acid isomer that directly transforms to that transi- 
tion state structure (i.e., the decarboxylation transition state 
and the cis isomer), decarboxylation would have a lower acti- 
vation barrier than dehydration in all cases. Such a result, 
however, would be inconsistent with the experimental obser- 
vation that dehydration is the favored pathway in the absence 
of water. This potential inconsistency is circumvented, how- 
ever, by recognizing that the relative stability of the two formic 
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1.729 

Figure 6. Predicted structure for: (a) cis formic acid with 
two water molecules (Configuration A); (b) 
decarboxylation transition state connecting 
the cis formic acid plus 2H,O with CO, +H, 
+ 2 4 0 .  

acid isomers becomes an important factor in determining 
which decomposition pathway is more favorable. For exam- 
ple, Figure 7 shows that the trans isomer is 4.1 kcal/mol more 
stable than the cis isomer in the absence of water. This en- 
ergy difference is within 0.1 kcal/mol of previous experimen- 
tal determinations (Lide, 1966; Hocking, 1976) and electronic 
structure calculations (Francisco, 1992; Goddard et al., 1992). 

Table 3. Total Energies (Hartreed for Reactants, Products, 
and Transition-State Structures for Formic Acid 

Decomposition 

Structure n = O  n = l  n = 2  
C O + ( n + l ) H z O  - 189.77140 - 266.20147 -342.63152 
Dehydration TS - 189.67828 - 266.13479 - 342.58408 
trans-HCOOH - nH,O - 189.78475 - 266.20980 - 342.64486 
cis-HCOOH - nH,O - 189.77822 -266.21426 -342.64665 
Decarboxylation TS - 189.67674 - 266.14677 - 342.59139 
CO, + H z  + nH,O - 189.79522 - 266.22528 - 342.65533 

Dehbdrrtion 
TS 

I , , 
I 
I , 

, 
I 

, 
, , , 

I 

'- 8.38 I 

A' 0 . 0  CO+HzO - 4.10 

k :ran% Cl.! 

Figure 7. Energy diagram for formic acid decomposi- 
tion and isomerization in the absence of wa- 
ter. 

Since the trans isomer is more stable, most of the formic acid 
will be in that form. For decarboxylation to take place, trans 
formic acid must first isomerize to cis formic acid before the 
appropriate transition-state structure can be formed. Thus, in 
the absence of water, the effective activation energy for de- 
carboxylation is 67.8 kcal/mol (63.68 + 4.10), which exceeds 
the activation energy for dehydration (66.8 kcal/mol). This 
result is consistent with the experimental observation that de- 
hydration is the favored pathway in the absence of water. 
Note that the result of the ab-initio calculations agree with 
the selectivity observed experimentally only when one ac- 
counts for the relative stability of the formic acid isomers. 

The addition of one and two water molecules to formic 
acid and the transition-state structure lowers the activation 
barriers for both dehydration and decarboxylation, as shown 
in Figures 8 and 9. Water acts as a catalyst for both decom- 
position pathways by altering the transition states, as shown 
in the b sections of Figures 3-6. Note, however, that the de- 
carboxylation transition state is lower in energy than the de- 

Dehydrdtion 
TS ,- 49.87 

Dccarboxy ld i ion  
TS - 42.3s 

Figure 8. Energy diagram for formic acid decomposi- 
tion assisted with one water molecule. 
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Figure 9. Energy diagram for formic acid decomposi- 
tion assisted with two water molecules. 

hydration transition state for both water-assisted scenarios, 
which indicates that decarboxylation is the preferred decom- 
position path in the presence of water. This trend is consis- 
tent with the experimental observation that decarboxylation 
is the main pathway for hydrothermal decomposition of 
formic acid (Brill et al., 1996; Yu and Savage, 1998). 

2.02 I 

1.333 

0.94s 
1.735 

Figure 10. Predicted structure for: (a) trans formic acid 
with one water molecule (Configuration B); 
(b) cis formic acid with one water molecule 
(Configuration B). 
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The only configurations of formic acid-water complexes 
considered thus far are those in the a sections of Figures 3-6, 
which give rise to the transition states that lead to the dehy- 
dration and decarboxylation products. We refer to these re- 
active configurations as Configuration A in this section. We 
recognize, of course, that a formic acid molecule can interact 
with water molecules in a variety of ways in addition to the 
configurations considered up to this point. It is possible that 
some other formic acid-water configuration has a lower en- 
ergy, in which case the effective activation energies for formic 
acid decomposition need to be calculated with respect to this 
lower energy complex. Therefore, alternative formic 
acid-water complexes that include one and two water 
molecules were optimized, and they appear in Figures 10 and 
11. In these complexes, termed Configuration B, the water 
molecules are placed facing the CO bond of formic acid, 
whereas in Configuration A the water molecules are posi- 
tioned away from the CO bond. 

The energies of all the configurations of mono- and dihy- 
drated formic acid isomers considered in this study are shown 

Figure 11. Predicted structure for: (a) trans formic acid 
with two water molecules (Configuration B); 
(b) cis formic acid with two water molecules 
(Configuration B). 
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Figure 12. Energy diagram of all the configurations of 
the monohydrated formic acid isomers con- 
sidered in this study. 

in Figures 12 and 13, respectively. Note that in the presence 
of both one and two water molecules, the most stable formic 
acid-water complex is the trans (B) configuration. Since the 
majority of the formic acid molecules in water will be in the 
trans (B) configuration, we must account for the energy dif- 
ference that arises when the trans (B) formic acid-water 
complex converts to either of the reactive formic acid-water 
complexes (the trans (A) or cis (A)) when calculating the ef- 
fective activation energies. 

Table 4 summarizes the activation energies for the decom- 
position pathways calculated relative to the most stable reac- 
tant, trans formic acid in the gas phase ( n  = 0) and trans (B) 
formic acid-water complex for the water-assisted pathways 
( n  = 1,2), and compares them with the activation energies 

* - 10.65 b 

Figure 13. Energy diagram of all the configurations of 
the dihydrated formic acid isomers consid- 
ered in this study. 

from previous studies. Experimental uncertainty is available 
only for the activation energy reported by Yu and Savage 
(1998). The gas-phase activation energies determined in this 
study are in good agreement with both experimental data and 
other theoretical studies. The activation energies for water- 
assisted decomposition obtained in this study are roughly 10 
to 20 kcal/mol higher than those reported by Melius et al. 
(1990). This difference is attributed in part to our accounting 
for the hydrogen bonding that stabilizes the hydrated formic 
acid complexes and leads to the lower energy formic 
acid-water configurations. For their energy calculations, 
Melius et al. used the formic acid and water molecule(s) at 
infinite separation as the reference state, which corresponds 
to a dilute gas-phase mixture. Since the transition states cal- 

Table 4. Comparison of Activation Energies with Previous Studies (kcal/mol) 

Rcaction 
This Previous 
Studv Study Source 

Dehydration ( n  = 0) 

Decarhoxylation ( n  = 0) 

Dehydration ( n  = 1) 

Decarboqlation ( n  = ?) 

Ikcarboxylation ( n  = I )  

Dehydratitm ( n  = 2) 

Decarhox)llation ( n  = 2) 

IsomeriLation ( n  = 0 )  

lsomerization ( n  = 1) 

66.8 

67.8 

55.4 

47.9 

49.9 

45.3 

10.9 

12.0 

60.5 

67.1 
70.1 
63.0 
68 

62-65 

65-68 
64.9 
65.2 
71 

44.0 

25.3 
33.6+_ 17.2 

48.7 
37.3 

27.7 

21.5 

10.9 
13.8 
11.7 
12 

Experimental; Blake et al. (1971) 
RRKM calculations; Hsu et al. (1982) 
Ab-initio calculations; Ruelle et al. (1986) 
Ab-mitio calculations; Melius et al. (1990) 
Ab-initio calculations; Francisco (1992) 
Ab-initio calculations; Goddard et al. (1992) 

RRKM calculations; Hsu et al. (1982) 
Ab-initio calculations; Melius et al. (1990) 
Ab-initio calculations; Francisco (1992) 
Ab-initio calculations; Goddard et ai. (1992) 

Ab-initio calculations; Melius et al. (1990) 

Experimental; Brill et al. (1996) 
Experimental; Yu and Savage (1998) 

Ab-initio calculations; Ruelle et al. (1986) 
Ab-initio calculations; Melius et al. (1990) 

Ab-initio calculations; Melius et al. (1990) 

Ab-initio calculations; Melius et al. (1990) 

Experimental; Miyazawa and Pitzer (1959) 
Experimental; Hocking (1976) 
Ab-initio calculations; Francisco (1992) 
Ab-initio calculations; Goddard et al. (1992) 
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culated in this study and by Melius et al. (1990) appear to be 
comparable, the activation barriers become greater when we 
account for the greater stability of the formic acid-water 
complexes. 

Isomerization 
This change in relative stability of the isomers with the po- 

sition of the water molecule formed the basis for investigat- 
ing the possibility of isomerization, in the prcsence of one 
water molecule, occurring between the most stable forms of 
the hydrated formic acid isomers, namely cis (A) and trans 
(B) acid-water dimers. In the absence of water, formic acid 
isomerization occurs by internal rotation of the hydroxyl 
group about the CO bond. Formic acid stabilized by water 
could possibly isomerize by a different mechanism, since the 
water molecules surrounding formic acid may hinder the in- 
ternal rotation. Figure 14 shows the transition state struc- 
tures for isomerization both in the absence and in the pres- 
ence of one water molecule. The similarity in the formic acid 
portion of the two structures suggests that even in the pres- 
ence of water, isomerization occurs via internal rotation of 
the hydroxyl group about the CO bond and that the water 
molecule merely responds to that rotational movement. In- 
deed, further analysis showed that as the OH bond rotates, 
the oxygen atom of the water molecule diligently follows the 
hydrogen atom of the hydroxyl group. The activation energies 
for isomerization from trans to  cis formic acid in the absence 
of water (10.9 kcal/mol) and in the presence of one water 
molecule (12.0 kcal/mol) appear in Table 4 along with those 
reported in previous studies. The similarity in these activa- 
tion energies confirms that formic acid isomerization is nei- 
ther catalyzed nor hindered by the presence of a water 
molecule. The predicted activation energy relative to the trans 
isomer in the absence of water is in agreement with both the 
experimental data and other theoretical studies. 

Rate constants 
Rate constants for elementary reactions can be determined 

-om transition-state theory (Laidler, 1987). We will treat a1 

1.078 

1.361 

0.958 

1.720 
H 1.379 

Figure 14. Predicted structure for: (a) isomerization 
transition state connecting trans and cis 
formic acids; (b) isomerization transition 
state connecting trans formic acid + H,O (6) 
and cis formic acid + H,O (A). 
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reactions in this study as being nominally unimolecular. This 
approach is reasonable because the optimized formic 
acid-water complexes are lower in energy than the sum of 
the energies of their individual components and they can be 
viewed as single molecular entities. For a unimolecular reac- 
tion, the transition-state theory rate constant, k ,  is expressed 
as 

(3) 

where k ,  is Boltzmann's constant, h is Plancks constant, qTs 
and q, are the partition functions for the transition state and 
the reactant, respectively, and E,  is the threshold energy. 
The threshold energy is a hypothetical activation energy at 
absolute zero (Laidler, 1987) and is calculated by taking the 
difference between the total electronic energies of the reac- 
tant and the transition-state species, corrected with the zero- 
point vibrational energy. The values of the partition functions 
are determined as part of the frequency calculation in Gauss- 
ian 94, from statistical mechanical expressions for an ideal 
gas in the canonical ensemble. All the calculations were done 
at the temperature of 700 K. 

Since formic acid decomposition, with or without water, 
involves proton transfer, quantum mechanical tunneling may 
have a significant effect on the rate constants. Tunneling cor- 
rections were estimated for each reaction using the high-tem- 
perature asymptotic form (Shavitt, 1959) of the tunneling cor- 
rection factor derived for the Eckart barrier (Johnston, 1966). 
The range of the estimated correction factors was between 
1.3 and 2.5. The presence of water reduced the effect of tun- 
neling. In addition, the effect of tunneling was consistently 
greater for decarboxylation than dehydration, with or without 
water. 

Since transition-state theory applies strictly to elementary 
reaction steps, each step in the decomposition pathways must 
be considered explicitly. Therefore, we calculated the rate 
constants for decarboxylation and dehydration by taking the 
reactants to  be the configurations of formic acid isomers, with 
or without water, that lead directly to decarboxylation and 
dehydration transition states, respectively. Note that this con- 
figuration is not necessarily the most stable configuration. 
Table 5 shows the preexponential factors, which include the 
tunneling corrections. Table 6 shows the threshold energies. 
The rate constants are calculated from the preexponential 
factors and the threshold energies, and they are listed in Table 
7. 

Table 5 shows that in the absence of water ( n  = 0) all the 
preexponential terms are nearly 10l3 s p l ,  as expected for a 
unimolecular reaction. For the water-assisted decomposition 
pathways ( n  = 1,2) the preexponential factors are one to two 
orders of magnitude smaller, which is consistent with the in- 

Table 5. Log,,, of Preexponential Term at 700 K (s-')  

Reaction n = 0  n = l  n = 2  

trans-HCOOH- nH,O + CO+(n + 1)H20 13.8 12.0 11.6 

frans-HCOOH-nHzO + cis-HCOOH-nH,O 13.1 14.1 - 
CL-HCOOH- nH,O CO, +H2 + nHlO 13.6 11.4 12.1 

CS-HCOOH- nH,O + ~~uK-HCOOH-HHZO 13.0 12.9 - 
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Table 6. Threshold Energies (kcal/mol) 

Reaction n=O n = l  n = 2  

trations of cis and trans formic acid with the isomerization 
equilibrium constant: 

trans-HCOOH - nH,O -+ C O + h  + 1)H,O 65.9 48.5 40.0 
cis-HCOOH - nH,O -+ CO, +H, + nH,O 63.5 44.2 36.3 
trans-HCOOH- nH,O -+ cis-HCOOH-nH,O 11.5 11.9 - 
cis-HCOOH- n H 2 0 +  trans-HCOOH-nH,O 7.5 7.5 - 

CO k ,  
-2- - 
c02 k a  K b  

creasing complexity of the reactions. On the other hand, both 
the preexponential factors and the threshold energies for iso- 
merization in the presence and absence of water are all about 
the same, which is consistent with water being largely a spec- 
tator during formic acid isomerization. 

The rate constants reported in Table 7 agree with the ex- 
perimentally measured rate constants. The high-temperature 
rate expression for unimolecular dehydration in the gas phase 
reported by Blake et al. (1971) gives 3.25 X lo-' s- at 700 K, 
which is similar to the dehydration rate constant of 2.03X 

s - '  calculated in this study. The first-order rate con- 
stants at 700 K of 0.894 s p l  and 0.630 s-l can be calculated 
from experimental results reported by Brill et al. (1996) and 
Yu and Savage (19981, respectively, for hydrothermal decom- 
position of formic acid. These experimental first-order rate 
constants for hydrothermal decomposition fall between the 
predicted rate constants of 0.00438 s-l and 5.27 s - '  for de- 
carboxylation assisted with one and two water molecules, re- 
spectively. 

Product ratios 
Having determined the kinetics of the decomposition and 

isomerization paths, we can now calculate the ratio of prod- 
uct yields as a ratio of reaction rates. The gas-phase decom- 
position pathways are given below: 

k a  
cis-HCOOH -+ CO,+H, 

k b  $ k - b  

k c  
rrans-HCOOH -+ CO + H,O 

The ratio of the yield of CO relative to the yield of CO, is 
given by 

Table 7 shows that the forward and reverse rate constants for 
isomerization are much larger than those for decomposition. 
Thus, we can take the isomerization step to be in a quasi- 
equilibrium state and thereby equate the ratio of the concen- 

where Kb is the equilibrium constant for isomerization, 
kb/k-b.  Substituting the numerical values of the rate con- 
stants reported in Table 7 for n = 0 into Eq. 5 gives CO:CO, 
= 5:l. The order of magnitude of this ratio is consistent with 
the ratio of 1O:l measured experimentally by Blake et al. 
(1971) for the gas-phase decomposition of formic acid. 

The elementary processes involved in formic acid decom- 
position in the presence of water are outlined below: 

cis-HCOOH (A) k, -+ CO, + H + H ,O 

trans-HCOOH (B) 

Kc $ 
trans-HCOOH (A) k d  * CO + 2H20  

The situation is more complex when a water molecule is 
present because isomerization is now modeled as a two-step 
process that involves a change in the position of the water 
molecule relative to trans formic acid, in addition to the iso- 
merization itself. Recognizing that interconversion of the dif- 
ferent formic acid-water dimers is rapid relative to decom- 
position, and using the same approach outlined for the gas- 
phase reactions, we calculate the CO,/CO ratio by the fol- 
lowing expression: 

(6) 

where Kb is the equilibrium constant for isomerization, and 
K, is the equilibrium constant for the interconversion of the 
two trans formic acid-water dimers, A and B. The n = 1 col- 
umn in Table 7 provides the values of ka ,  k,, and K,, which 
is the ratio of the forward and reverse rate constants for iso- 
merization. Rate constants are not available to calculate K,, 
however, since the interconversion of the trans formic 
acid-water dimers is not a true chemical reaction. Rather, 
the process involves movement of the water molecule from 
one side of formic acid to the other side. We determined K, 
from the difference between the Gibbs free energies of trans 

Table 7. Rate Constants at 700 K (s -') 

Reaction f l = O  n = l  n = 2  
trans-HCOOH- nH,O + CO+(n + 1)H,O 2 . 0 3 ~  10-7 1 . 5 1 ~  10-4 1.44 X 10- ' 
cis-HCOOH- nH,O + CO, +H, + nH,O 5.21 X 10" 5.63 X 10- 4.38X 
trans-HCOOH - nH,O + cis-HCOOH - nH,O 3 . 1 0 ~  109 2.39 X 10" - 
CIS-HCOOH- nH,O -+ rram-HCOOH-nHzO 4.35 x 10'0 3.43 x 10'0 - 
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(A) and trans (B) formic acid-water dimers, whose values are 
determined from frequency calculations at 700 K and 300 atm: 

K =exp - - i 2 )  (7) 

The change in free energy for interconversion of the trans 
formic acid-water dimers is 6.48 kcal/mol, so the value of K ,  
is 9.47X10-3. Based on this equilibrium constant and the 
rate constants in Table 7, Eq. 6 gives C0,:CO = 425:l. The 
order of magnitude of this result is consistent with the aver- 
age CO,/CO ratio of 121:l measured experimentally by Yu 
and Savage (1998) for hydrothermal decomposition at a tem- 
perature of 380°C and pressures ranging from 178 to 303 atm. 

Conclusions 
The two decomposition pathways, decarboxylation and de- 

hydration, and the isomerization of formic acid in the pres- 
ence of water were studied by means of ab initio quantum 
chemical calculations. The predicted activation energies for 
dehydration and decarboxylation in the absence of water are 
66.8 and 67.8 kcal/mol, respectively. These values are in 
agreement with both the data from gas-phase experiments 
and the values reported in previous ab-initio studies. The ac- 
tivation energies for dehydration and decarboxylation with 
one water molecule are 55.4 and 47.9 kcal/mol, respectively, 
and with two molecules are 49.9 and 45.3 kcal/mol, respec- 
tively. 

The reduction in the activation energies with the addition 
of water suggests that water behaves as a homogeneous cata- 
lyst for both dehydration and decarboxylation, whereas iso- 
merization occurs independently of water. Although both de- 
composition pathways are water-assisted, decarboxylation is 
the favored pathway in the presence of water. The optimized 
transition-state structures for the decomposition pathways 
show that water molecules facilitate the bond-breaking and 
bond-forming processes that lead to product formation. Wa- 
ter also has a strong effect on the relative stability of the 
transition states, which determines which decomposition 
pathway is favored energetically. 

This study has demonstrated the utility of ab-initio meth- 
ods in gaining insights into how a solvent may influence the 
reaction kinetics and mechanisms. There are, however, some 
limitations inherent to these methods. All the calculations 
presented in this study involve only up to two solvent 
molecules. Although such calculations provide some informa- 
tion about the reaction kinetics and valuable insights into the 
reaction mechanisms on a molecular level, they cannot accu- 
rately and completely describe the effect of water as a solvent 
on the reaction kinetics. In addition, only two types of config- 
urations of hydrated formic acid were considered in this study. 
There are, however, numerous other possible ways in which a 
formic acid molecule can interact with surrounding water 
molecules, some of which could be lower in energy than the 
configurations considered in this study. For these reasons, the 
kinetic parameters reported in this study may not correspond 
exactly to experimentally accessible values. 

Further efforts must be made to address the solvent effect 
completely. To obtain a more detailed picture of the role of 
water in the reaction, it is necessary to include more than just 

two water molecules in the formic acid-water cluster. It is 
computationally infeasible, however, to use ab-initio methods 
to explicitly consider all possible configurations of hydrated 
formic acid with multiple water molecules. A more tractable 
way of approaching this problem is to study the reaction by 
molecular simulations, either Monte Carlo or molecular dy- 
namics. Molecular simulations allow one to study the aver- 
aged effect of a solvent on a reaction. For example, molecu- 
lar simulations can determine the structure of solvent 
molecules surrounding the reactive solute, which provides in- 
sights into the nature of the solute-solvent interactions and 
the reaction environment at a molecular level. In addition, 
molecular simulations can calculate the potential of mean 
force, from which a reaction profile can be constructed. 
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Abstract 

We trace the development of catalytic partial oxidation technology for the conversion of 
natural gas to synthesis gas (CO + HZ) from steam reforming to autothermal reforming 
to direct oxidation. Synthesis gas which has applications in methanol, ammonia and 
Fischer-Tropsch synthesis has been conventionally produced by endothermic steam reforming 
processes in fired tube furnaces. Catalytic partial oxidation is much faster, highly selective in 
a single reactor, and much more energy efficient. It could thus significantly decrease capital and 
operating costs of syngas production. In this review, we consider catalysts as well as reactors. 
Processes, issues and practical difficulties are discussed with academic and industrial efforts 
presented in parallel. New millisecond contact time direct oxidation processes which eliminate 
the use of steam and use autothermal reactors orders of magnitude smaller than those used for 
conventional steam reforming hold promise for commercialization. 

1. Introduction 

Large portions of the world’s reserves of natural gas remain virtually untouched 
and need to be effectively utilized. The need for synthetic fuels is also increasing as the 
recovery of petroleum becomes more difficult and expensive. Remote locations of 
much of the discovered gas reserves make it desirable to convert the gas on-site to 
liquid products which are economically transportable. Almost all options for methane 
utilization involve its initial conversion to synthesis gas (CO + H,). Synthesis gas can 
then be converted to paraffinic liquid fuels through Fischer-Tropsch reactions [l] on 
Fe, Co, Ru and similar metals, 

nC0 + 2nH, -+ (-CH,-), + nH,O, 

* This research was supported by DOE under Grant DE-F02-88ER13878-A02. 
* Corresponding author. Fax.: + 6126267246. Tel.: + 16126251313. 
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Fig. 1. (a) Block diagramfor conventional steam reforming: CHo and excess Hz0 are reacted in a primary 
reformer over Ni/AlsO, at 900°C. The unconverted CH4 (&lo%) is reacted with Oa and more Hz0 in 
a secondary reformer to give equilibrium CO and Hz. The product Ha/CO ratio is then modified in two 
water gas shift stages [l, 33. (b) Schematic representation of autothermal reforming: CH4 is reacted with 0s in 
a flame and the products of homogeneous partial oxidation are then reformed by Ha0 in the feed over a Ni 
catalyst bed. The product synthesis gas composition is then adjusted in water gas shift stages as shown in 
Fig. l(a). 

or first to methanol over Cu/ZnO and then to gasolene by the MTG Cl] process over 
zeolite catalysts. 

CO + 2Hz P CH,OH, AH = - 21.75 kcal/mol. 

Synthesis gas is also used for the production of oxoalcohols and acetic acid. The 
hydrogen produced after water gas shift (WGS) is used for ammonia synthesis, 
hydrotreating processes and reduction in metallurgical operations. 

It has been estimated that in most applications of synthesis gas such as methanol, 
Fischer-Tropsch synthesis and ammonia about 6&70% of the cost of the overall 
process is associated with syngas generation [2]. Reduction in syngas generation costs 
would have a large and direct influence on the overall economics of these downstream 
processes. 

2. Steam reforming 

Synthesis gas is currently produced by catalytic steam reforming [3] of natural gas 
or naphtha. We shall emphasize natural gas (CH,) here although heavier feedstocks 
can be processed with similar technologies and conditions. Steam reforming has been 
used for many decades since first developed in 1926 [l] and over the years there have 
been many advances in reforming technology. As sketched in Fig. l(a) [l, 33, in 
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a typical process, natural gas is partially reacted with steam over a Ni/a-A1203 
catalyst in a primary reformer to produce syngas at an H2 : CO ratio of 3 : 1, 

CH4 f HZ0 + CO + 3H2 AH = + 49.2 kcal/mol. 

The reaction is highly endothermic and is carried out in a fired tube furnace at 
900°C at pressures of 15-30 atm. The superficial contact time (based on feed gases at 
STP) is 0.5-1.5 s which corresponds to residence times of several seconds. Excess 
steam is used to prevent carbon formation on the catalyst, and the feed H20/CH4 mol 
ratios are typically 2-6, depending on the syngas end use. Potassium compounds or 
other bases (CaO and MgO) are typically used to accelerate carbon removal reactions. 
The CH4 conversion at the exit of the primary reformer is typically 9&92% and the 
product mixture contains CO2 and HZ0 along with CO and Hz. This mixture 
composition is close to that predicted by equilibrium for a 1 : 3 CH4 : Hz0 feed shown 
in Fig. 2(a).’ 

The primary reformer is followed by a secondary autothermal reforming stage in 
which the unconverted CH4 is reacted with O2 at the top of a refractory lined vessel. 
The product mixture is then equilibrated over a packed bed of Ni catalyst below the 
oxidation zone. The exothermicity of the oxidation reactions is used to produce high 
pressure steam to drive the turbines for the syngas compressor. In newer configura- 
tions, better energy integration allows heat evolved in the secondary reformer to be 
used for the primary reformer in which the fired tube furnace is replaced by a heat 
exchange reformer. Over the years the steam reforming process has been optimized 
with the design of better burners for the furnaces, highly creep resistant materials 
for the reformer tubes, and new sulfur passivated catalysts which inhibit carbon 
formation [4]. 

Depending on the end use, the secondary reformer is usually followed by two water 
gas shift (WGS) reactors to adjust the H&O ratio of the reformer product gases, as 
sketched in Fig. l(a). 

CO + Hz0 $ CO2 + Hz, AH = - 9.8 kcal/mol. 

A high temperature shift over iron oxide/chromia catalysts at 400°C is followed by 
a low temperature shift at 200°C on a copper-based catalyst to attain favorable 
equilibrium in WGS. Both WGS stages have superficial contact times greater than 1 s. 
The syngas is then exported after subsequent purification stages. 

3. Autothermal reforming 

This process, sketched in Fig. l(b), is a combination of homogeneous partial 
oxidation and steam reforming and was first developed in the late 1970s with the aim 
of carrying out reforming in a single reactor [S]. The autothermal reformer is 

1 All thermodynamic calculations for Fig. 2 were performed using STANJAN which uses a free energy 
minimization technique and thermodynamic data from the JANAF tables. 
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Fig. 2. (a) Steam reforming equilibrium: Plot of calculated equilibrium CO selectivity, H2 selectivity and 
fractional CH4 conversion for steam methane reforming vs. temperature (“C) and pressure (atm) for a 1: 3 
CH4: Hz0 molar feed. (Note: HZ selectivity is defined as HJ(H, + H,O) although HZ0 is present in feed). 
(b) Partial oxidation equilibrium: Plot of calculated equilibrium CO selectivity, H2 selectivity and fractional 
CH4 conversion for partial oxidation vs. temperature (“C) and pressure (atm) for a 2 : 1 CH4: O2 molar feed. 
(Note: C(s) formation is accounted for in CO selectivity calculation). 

a ceramic lined furnace similar to the O2 fired secondary reformer used in conven- 
tional steam reforming. The preheated feed streams (HZ0 + CH4 and Hz0 + 0,) are 
mixed in a burner located at the top where the partial oxidation reactions take place. 
Hz0 is added to the feed streams to prevent carbon formation and allow premixing of 
CH4 and OZ. The final steam reforming and equilibration take place in the catalyst 
bed below the burner. At normal operation, the autothermal reforming operates at 
high temperatures around 2000°C in the combustion zone and lOOO-1200°C in the 
catalytic zone. The product gas composition can be adjusted by varying the 
H20/CH4 or CO&H4 in the feed. 

This process requires an inexpensive source of OZ. An undesired side reaction in the 
combustion zone is the formation of carbon or soot which leads to solid carbon 
deposition on the catalysts and subsequent coking and deactivation. Gas phase 
carbon forms soot on downstream surfaces thereby causing equipment damage and 
heat transfer problems. Excessive local temperatures also lead to burner damage. This 
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also calls for a catalyst of high thermal stability and mechanical strength. In newer 
configurations catalytic burners have been tested. 

In another process the combustion and reforming may be carried out in separate 
reactors. A CH4/02/H20 mixture is ignited in a burner to produce partial oxidation 
products which are then catalytically steam reformed in a second reactor to give 
equilibrated products. 

Recently, Exxon patented a process for the autothermal steam reforming of methane 
with oxygen in a fluidized bed reactor [6]. Pilot plant studies were carried out in 
which methane is converted to synthesis gas at elevated temperatures and pressures in 
the presence of a particulate catalyst, e.g. Ni/A1203. HZ0 is used to suppress coke 
formation. The conversion of the feed to syngas is preserved by rapidly cooling the 
reaction production to a temperature below that which favors the back reaction of 
carbon monoxide and hydrogen to form methane. 

4. Direct oxidation 

Over the years the emphasis has been on minimizing the use of steam whose 
disadvantages are (1) endothermic reactions, (2) product at a 3/l H&O ratio, (3) 
steam corrosion problems, and (4) costs in handling excess HzO. The process has 
therefore moved steadily from steam reforming to ‘wet’ oxidation, and in recent years 
research has been devoted to direct ‘dry’ oxidation of CH4/02 mixtures. 

CH, + 40, -+ CO + 2H2, AH = - 8.5 kcal/mol. 

With minimum steam such a process directly gives the desired 2 : 1 ratio required for 
methanol or Fischer-Tropsch synthesis. While this reaction and these species are 
favored thermodynamically at T > 900°C in excess methane as shown in Fig. 2(b),2 
the selectivities are affected by the formation of HZ0 and somewhat by CO2 in total 
oxidation reactions which are much more exothermic, 

CH, + 302 -+ CO + 2H20, AH = - 124.1 kcal/mol, 

CH4 + 202 + CO2 + 2H20, AH = - 191.8 kcal/mol. 

Since the direct oxidation reaction is slightly exothermic, a reactor based on this 
reaction would be much more energy efficient than the energy intensive steam 
reforming process. Oxidation reactions are also much faster than reforming reactions, 
suggesting that a single stage process for syngas generation would be a viable alter- 
native to steam reforming and also result in smaller reactors and higher throughput. 

A recent study [7] showed that there are significant economic incentives for on-site 
methanol plants based on the catalytic partial oxidation of natural gas. An estimated 

2 AH thermodynamic calculations for Fig. 2 were performed using STANJAN which uses a free energy 
minimization technique and thermodynamic data from the JANAF tables. 
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lo-15% reduction in the energy requirement and 25-30% lower capital investment is 
expected for catalytic partial oxidation compared to the typical steam reforming 
processes. 

However, the direct oxidation process has not yet been used commercially, and it is 
difficult to study fundamentally because it involves premixing of CH4/02 mixtures 
which can be jlummabZe or even explosive. Homogeneous reactions in a highly 
reducing environment can lead to soot formation and carbon deposition on the 
catalyst. In addition, flames in the reaction zone can also lead to very high local 
temperatures which can destroy catalysts. However, recent discovery of highly selec- 
tive direct oxidation catalysts have renewed interest in the direct oxidation process 
[12-22,27,28,33,35,36]. These catalysts overcome the problem of carbon deposition 
without any steam input (totally dry oxidation). The absence of homogeneous reac- 
tions also prevent the formation of unwanted oxidation products or flames which can 
lead to soot formation. 

4. I. Early research on direct oxidation 

Work on the partial oxidation of CH4 to synthesis gas began as early as 1946. 
Prettre et al. [S] studied catalytic conversion of CH4/02 mixtures employing a re- 
duced 10% refractory-supported Ni catalyst in the temperature range 725-900°C and 
1 atm total pressure. Experiments were performed using 20-40 cm3 of catalyst at bed 
depths of N 12 cm and superficial contact times of 642 s. Temperature excursions in 
the catalyst bed under O,-deficient conditions (CH4 : O2 = 2 : l), suggested that an 
initial exothermic reaction was followed by an endothermic stage. The exothermic 
behavior near the beginning of the catalyst bed was attributed to the total combustion 
of 25% of the CH4 feed, which resulted in complete consumption of the stoichiometri- 
tally limited O2 reactant, 

CH4 + 202 --* COZ + 2H,O. 

The subsequent endothermic effect was ascribed to reforming of the remaining 
unreacted CH4 by the HZ0 and/or CO2 produced: 

CH4 + Hz0 + CO + 3Hz, 

CH4 + CO2 --t 2C0 + 2Hz. 

Compositions of the final reaction. mixtures agreed with thermodynamic predic- 
tions based on the catalyst bed exit temperatures. They found that to obtain almost 
complete conversion of CH4, temperatures in excess of 850°C were required. 

Over the next 25 years while the field of steam reforming matured, not much was 
done on partial oxidation reaction systems. In 1970, Huszar et al. [9] examined the 
importance of diffusion effects during methane partial oxidation by studying the 
reaction of 25% CH4 : air mixtures over a single grain of Ni/mullite catalyst in the 
temperature range 760-900°C. They saw ignition and extinction characteristic of 
catalytic systems. An interesting phenomenon they observed was that the Ni catalyst 
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would deactivate in an oxidizing environment but could be recovered on reduction 
(with some loss of activity). The same effect has also been observed in recent 
experiments in fixed [19] and fluidized beds [36] and is attributed to the formation of 
NiA1204 which is inactive for oxidation. Huszar et al. concluded that the formation of 
H&O product required the presence of reduced metallic Ni, achieved by using O2 
deficient conditions, and that the kinetics of the overall process were limited by the 
rate of diffusion of O2 through the gas film surrounding the grain into the catalyst 
pores. The effective concentration of O2 at the catalyst surface was essentially zero, 
allowing the Ni to be maintained in the zero valent state. 

In 1984, Gavalas et al. [lo] studied the effects of calcination temperature, prereduc- 
tion and feed ratio on the catalytic behavior of NiO/ol-A&O3 for conversion of 
CH4/02 mixtures at 57&76o”C. For CH4/02 feed ratios of 1.3-1.7, they observed 
a decrease in initial activity with increasing calcination temperature, which they 
attributed to changes in the Ni3+ surface concentration. They also observed a decline 
in activity with increasing time on stream. The principal products in all cases under 
these conditions were CO2 and H20. Prereduction in Hz at 65&76O”C caused the 
initial activity to increase by one to three orders of magnitude, depending upon prior 
calcination temperature. The authors believed that the zero valent nickel produced by 
prereduction reverted to NiO under the reaction conditions employed, resulting again 
in a decline in activity with increasing time on stream. At a reaction temperature of 
710°C CO2 remained the only carbon containing product until the CH4/02 feed ratio 
was increased to > 8, at which point CO and CO2 were produced in comparable 
amounts. 

We note here that only Ni catalysts (which are typically used for steam reforming) 
were the subject of most early investigations. 

4.2. Recent research 

In the past few years, efforts at producing cheaper synthetic fuels have renewed 
interest in partial oxidation and both catalytic (CPOX) and non-catalytic (POX) 
oxidation have been studied extensively by industry and by several groups in aca- 
demia. Non-catalytic partial oxidation has been recently used industrially, but several 
problems are encountered. Although catalytic partial oxidation has never been used 
commercially it is most promising because it offers the advantages of (1) heterogen- 
eous reactions, (2) lower temperatures than in a non-catalytic process, and (3) no 
formation of soot or unwanted by-products. This review focuses on the status of 
current research on the catalytic partial oxidation of natural gas to synthesis gas. 

Most laboratory studies on CPOX have been conducted in fixed bed microreactors 
as shown in Fig. 3(a). Very recently, monolith reactors (Fig. 3(b)) and fluidized beds 
(Fig. 3(c)) have also been used with success. 

4.2.1. Fixed bed reactors 
Most experiments examining partial oxidation of CH4 with oxygen in fixed beds 

have been carried out in quartz microreactors w l-4 mm in diameter with 20-50 mg 
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(4 
CH4+ 0,-(-k CO+H2 

(b) 

CH4+ 02- - CO+H2 

CH4+ 02 

Fig. 3. Direct oxidation reactors. (a) Fixed bed microreactor: These are typically quartz tubes 2-4 mm in 
diameter with 20-50 mg powder catalyst beds externally heated with wall tube furnaces. (b) Monolith 
reactor: These consist of a quartz tube w 2 cm in diameter with the metal catalyst in the form of a gauze or 
supported on foam or extruded monoliths made of alumina or cordierite. These reactors operate autother- 
mally. (c) Fluidized bed reactor: These are quartz tubes u 3 cm in diameter and 15-20 cm tall with an 
expansion for catalyst disengagement. The catalyst is typically 0.5-2.0 wt % metal supported on 
75-150 urn a-AlzOs particles. These reactors can also operate autothermally. 

of powder catalysts [11-281 with reactor tubes placed in a furnace or heater to 
thermostatically control temperatures. 

Blanks et al. [ 1 l] studied direct oxidation in a reactor using natural gas and air at 
atmospheric pressure and 800-1000°C over a Ni/A1203 catalyst. This reactor oper- 
ated adiabatically, implementing an unsteady-state mode of operation in which the 
flow direction was periodically reversed to maintain high temperatures. At the 
entrance to the reaction zone, the combustion reactions occurred, resulting in a peak 
temperature of 950°C. Downstream from this zone, steam reforming and CO2 reform- 
ing converted most of the remaining CH, to syngas. Residence times of about 0.25 s 
were required to give Hz and CO selectivities of 75-85% and 75-95% respectively, 
with 85-97% conversion of the methane feed. 

A significant contribution to this field has been made by Ashcroft and coworkers 
[12-161 in a series of five papers in which they report evaluation of a large number of 
catalysts for syngas production. They first studied methane oxidation to syngas over 
a number of rare earth ruthenium oxides of the pyrochlore type ((rare earth),Ru,O,) 
and then on several transition metals (Pt, Rh, Ru, Ni, Ir) supported on Alz03. With 
a 2 : 1: 4 CH4 : O2 : Nz feed, T > 750°C and superficial contact times of N 0.1 s, they 
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GHSV hrl 

Fig 4. Plot of the effect of contact time on CO selectivity (bold symbols) and CH4 conversion (open 
symbols). The contact time is represented by gas hourly space velocity (GHSV h- ‘) and is calculated at STP 
conditions. This plot was constructed using data from: (a) Ashcroft et al. [14], CH4/02 = 2, 777°C 
PrzRu,O, catalyst. (b) Dissanayake et al. [19] CH4/02 = 1.78, 8CO”C, Ni/A1,03 catalyst. The very high 
space velocities were achieved by dilution with He. (c) Hickman et al. [31] CH4/02 = 0.9, N 1227”C, 10 
layer Pt-10% Rh gauze pack. 

found CH4 conversions in excess of 90% with selectivities in the range of 94-99% for 
all catalysts, suggesting that all were nearly equal and that the active catalyst was the 
supported metal. This was confirmed by Poirier et al. [17] in their studies on the 
partial oxidation of methane on Pr2Ru20, by microreactor experiments and thermal 
analysis (TG/DTA). Their results show that Pr,Ru,O, has to be reduced to’ruthe- 
nium metal and to praseodymium oxide to be active for methane conversion and that 
ruthenium metal is the active site for synthesis gas formation. 

Ashcroft et al. also showed that under similar conditions of temperature and 
pressure catalysts such as Ir/A1203 were also active for the combined partial oxida- 
tion and CO* reforming reaction giving synthesis gas in similarly high yield [15]. 
They studied the effect of contact time and found that with a decrease in contact time 
the conversions and selectivities decrease as shown in Fig. 4. They also studied the 
effect of pressure up to 20 atm and found a significant decrease in reaction conversion 
and selectivities. For a Dy,RuzO, catalyst, the CH4 conversion, CO selectivity and 
H2 selectivity which were 56%, 99% and lOO%, respectively, at 1 atm fell to 30%, 
85% and 88% at 20 atm. This is an important observation because scaleup would 
require operation at the high pressures required for methanol synthesis and 
Fischer-Tropsch synthesis (typically 30-60 atm). 

They suggested that the reaction pathway may involve initial conversion of some 
CH4 to CO* and HzO, followed by a sequence of steam reforming and reverse water 
gas shift reactions to give equilibrium product yields. Ashcroft and coworkers, 
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however, did not comment upon the thermal gradients in the catalyst bed and their 
effect on results. The effect of heat transfer could be significant because total oxidation 
reactions are highly exothermic. 

The problem of hot spots in a microreactor bed has been well demonstrated by 
Vermeiren et al. [ 181. They show that methane-oxygen mixtures can be converted to 
synthesis gas with high yields (> 900/) using Ni-based catalysts. Carefully measuring 
the temperature gradients in the catalyst bed for a fixed furnace temperature they 
found a pronounced exotherm near the inlet of the catalyst bed indicating the 
occurrence of exothermic reactions near the inlet and endothermic reactions in the 
latter half of the bed. The ‘hot spot’ temperature was N 100°C above the temperature 
of the catalyst in absence of any reaction. They also found that while at a furnace 
temperature of 800°C the CH4 conversion and CO selectivity are almost invariant 
with space time, at 600°C both increase with decreasing space time. They suggested that 
this behavior could only be explained by a sequential reaction mechanism. They call this 
process ‘oxyreforming’ and by comparing experimental data with thermodynamic predic- 
tions for various reaction models they also suggest that catalytic oxyreforming consists of 
a combination of combustion, steam reforming and water gas shift reactions. 

Dissanayake et al. [19] examined the oxidation state and phase composition of 
a 25 wt% Ni/A1203 catalyst for CH4 oxidation under O2 deficient conditions as 
a function of axial position in the catalyst bed at atmospheric pressure and at 
temperatures between 450 and 900°C. With a feed mixture of CH,: O2 : He = 
1.78 : 1: 25, contact times of about 0.1s were required to give equilibrium yields of CO 
and Hz. CO selectivities approaching 95% and virtually complete conversion of CH, 
feed could be achieved at temperatures above 700°C. Higher space velocities were 
achieved by increasing the flow rate of He while maintaining the CH4 and O2 flows 
constant. Just as Ashcroft and coworkers, they also observed deviations from thermo- 
dynamic equilibrium at shorter contact times accompanied by decreasing conversions 
and selectivities (also shown in Fig. 4). 

X-ray photoelectron spectroscopy and X-ray powder diffraction revealed that 
under operating conditions, the previously calcined catalyst bed consisted of three 
different regions. The first of these contacting the initial CHJO*/He feed mixture was 
NiA1204 which had moderate activity for complete oxidation of CH4 to CO* and 
H20. The second region was NiO + A1203, over which complete oxidation of CH4 to 
CO2 and Hz0 occurred, resulting in a strong exotherm in this section. The temper- 
ature in this section was found to be 50°C higher than the rest of the bed. As a result of 
complete consumption of O2 in the second region, the third portion of the catalyst bed 
consisted of a reduced Ni/A1203 phase. Formation of the CO and Hz products 
corresponding to thermodynamic equilibrium at the catalyst bed temperature occur- 
red in this final region via reforming reactions of the remaining CH4 with the COz and 
Hz0 produced. 

They also found that if the contact time was sufficiently decreased, breakthrough of 
unreacted O2 occurred, causing all of the reduced nickel on the surface to reoxidize to 
the inactive NiA1,04 phase. Reattainment of thermodynamic equilibrium could be 
achieved by regenerating the reduced Ni by raising the temperature above 750°C or 
by reducing the catalyst in Hz. 
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In contrast, Choudhary et al. [20-221 recently reported successful operation of 
a similar reactor at very high space velocities on supported Ni catalysts at lower 
temperatures ( < 700°C). They found that at short contact times (- 7 ms) the reaction 
is far from equilibrium and CO and H2 selectivities higher than those predicted by 
equilibrium are obtained. They attributed this to a change in reaction path, although 
they were not sure of the reaction mechanism. 

However, Dissanayake et al. [23] have recently pointed out that the apparent 
deviations of CH4/02 reaction mixture products from thermodynamic equilibrium at 
high space velocities, as described by Choudhary et al. may have resulted due to 
a small undetected hot zone in their reactor and consequent incorrect determination of 
the true reaction temperature. 

In another recent publication, Bhattacharya et al. [24] studied the partial oxidation 
of CH4 with O2 on a number of supported Pd catalysts in the temperature range of 
lOO-750°C at gas hourly space velocities (GHSV) ranging XKK-20000 h-i and with 
CH4 : O2 ratios ranging from 4: 1 to 8 : 1. The supports studied included oxides of 
metals belonging to Group IIIa and IVa of the Periodic Table, oxides of representat- 
ive metals belonging to the lanthanide series, y-A1203 and SiO*. CO, COz, Hz0 and 
H2 were the only detectable reaction products on all the catalysts. The CO selectivity 
on all the catalysts increased with an increase in reaction temperature, a decrease in 
GHSV and an increase in the CH4 : O2 ratio. They found that as the temperature was 
increased beyond about 5OO”C, the amount of CO2 decreased and carbon monoxide 
rapidly increased. At 750°C CO was produced with 99.6% selectivity. 

They suggested that CH4 adsorbs on the catalyst surface to form a surface CH3 
species which desorbs to form CO;? in the gas phase. The CHJ species in parallel 
undergoes a surface reaction probably via formation of other CH, intermediate 
species to form CO. At higher temperatures the surface reaction rate exceeds desorp- 
tion rate of the CH3 species. Thus at temperatures of 750°C or above only carbon 
monoxide is produced. It is also possible that at temperatures above 650°C the CO2 
initially produced reacts with the surface CH, species to form carbon monoxide and 
H2. They also observed that CO is formed with > 90% selectivity on Pd supported 
on all the oxides, excepting SiOz. 

Mouaddib et al. [25] also report Pd/A1203 to be active for the partial oxidation 
and steam reforming of methane. At 498°C and CH4/02 ratio of 1.5, they obtain 80% 
conversion of the methane with 57% selectivity to CO. Marti et al. [26] studied 
methane oxidation over Pd/ZrO, prepared from amorphous PdlZrj alloy. At 600°C 
and CH4/02 ratio of 8, they observe CO and H2 selectivities in excess of 90%. 
However, the conversions were rather low (- 24%) which was due to the high 
CH4/02 ratio. At high temperatures, the reaction was influenced by the formation of 
carbonaceous deposits. 

Another group from Japan, that of Nakamura et al. [27] has studied CH, oxidation 
on SiOz supported group VIII metal catalysts in a conventional fixed bed flow reactor 
at superficial contact times of w 0.15 s. They found that above 627°C the conversion 
of CH, to CO and H, was about 90% over Rh, Ru, and Ni catalysts. They also 
subscribe to the theory of total oxidation followed by reforming and shift reactions to 
explain the observed results. As earlier observed by Huszar et al. and Dissanayake 
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et al. they also saw that, if the Ni surface was oxidized, it would become completely 
inactive for syngas formation. They attributed this to a retardation of the COZ and 
Hz0 reforming reactions in the absence of reduced metallic Ni. Pt also showed 
activity for syngas formation at 627°C. Pd showed lower activity for CO and H, 
formation and had a tendency to coke at higher temperatures. Only CO2 and Hz0 
were produced on Fe and CO. 

Recently, Lapszewicz et al. [28] have pointed out that CO could be a primary 
product of CH4 oxidation. They studied CH4 oxidation with the objective of identify- 
ing the reaction pathway and to provide the information necessary for the develop- 
ment of catalysts suitable for the industrial application. They identified several 
catalysts (undisclosed) capable of producing CO with yields higher than the maximum 
predicted by equilibrium. In tests performed at different space velocities they found 
that while on some catalysts the CO selectivity increased, on others it decreased with 
a decrease in contact time. This provided evidence that either CO or CO2 could be 
a primary product. 

They further demonstrated this by performing experiments with two different feeds 
one consisting of a 2/l CH4/02 mixture and the other consisting of a 3/2/l 
CH4/H20/C02 mixture corresponding to the mixture remaining after the total 
oxidation step of the mechanism proposed by Prettre et al. They found substantial 
differences in the rates of CH4 consumption and CO formation between the two feeds. 
While one catalyst was found to be good for both partial oxidation and reforming 
reactions, another was almost inactive for reforming but very good for the partial 
oxidation reaction. Also for CH4/02 feeds they saw a sudden change in reaction rates 
once the temperature rose above a certain level. Based on these observations they 
suggested a free radical reaction mechanism on the catalyst surface. Following 
adsorption on the catalyst surface, they assumed that CH4 and O2 undergo homolytic 
dissociation 

CH4 + (4 - x)C* I-&is + I:. WJads, 

02 + 2c. Olads. 

They postulated that either CO or CO2 could be primary products formed from the 
surface intermediates [. CHJads and [. Olads. The secondary reactions included 
reforming of CH4 with HZ0 and COZ, water gas shift and oxidation of Hz and CO. 
The nearly complete O2 conversions suggested that the rate limiting step was the 
activation of CH4. This was confirmed by the observed increase in CH4 conversion 
and CO formation rates with an increase in the metal loading. 

An important point to be noted here is that most fixed bed processes described in 
this literature use heated wall tube furnaces to control the temperature rather than 
autothermal reactors. 

4.2.2. Monolith reactors 
Monoliths were first used early on in this century in the form of gauzes for the 

oxidation of NH3 to NO in HN03 synthesis and in the 1940s for HCN in similar 
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reactors Cl]. However, the most extensive use of monoliths as catalyst supports in 
recent times has been in the automotive catalytic converter for the removal by 
complete oxidation of pollutants such as NO, CO, and unburnt hydrocarbons from 
automobile exhaust. In the automotive exhaust noble metals (Pt, Rh, Pd) are sup- 
ported on wash coated cordierite. Catalytic oxidation on noble metal coated mono- 
liths is also used in pollution control applications such as stack gas cleanup and NO, 
removal as in the selective catalytic reduction (SCR) process. In recent years there has 
been renewed interest in the possibility of using monolith supports instead of pellets 
for partial oxidation reactions in fixed beds. 

Korchnak et al. [29] proposed a direct oxidation reactor which consisted of 
catalytic metals supported by an alumina washcoat on several cordierite extruded 
monoliths about 1 m in diameter stacked in series to give a total reactor length of 
about 2 m. This reactor required residence times of h 40 ms to obtain essentially 
complete conversion of CH4. Recently Hochmuth [30] reported experimental 
results for a laboratory scale reactor based on this design. For these experiments, 
monoliths containing 300 cells per square inch were coated with a washcoat 
consisting of a l/l weight ratio of Pt and Pd deposited on a ceria-stabilized 
Y-A1203 powder. Product compositions approaching equilibrium values 
were achieved for feeds of CH,, 02, and HZ0 at superficial contact times of 
lo-30 ms. Detailed analysis of the composition and temperature profiles versus 
axial position indicated that all of the O2 was converted to CO, COZ, and Hz0 early 
in the reactor, with the reforming and shift reactions occurring downstream to give the 
final products. 

The production of CO and Hz by the catalytic partial oxidation of CH, in air at 
atmospheric pressure was recently examined in this laboratory over Pt-coated and 
Rh-coated monolith catalysts in autothermal reactors at residence times between 10e4 
and lo-’ s [31, 32, 331. 

They contrasted the performance of these two catalysts (Pt and Rh) at conditions 
approaching adiabatic reactor operation. Rh was found to be a much better catalyst 
than Pt. Using 02, CO selectivities above 95% and HZ selectivities above 90% with 
> 90% CH4 conversion were reported for Rh catalysts (Fig. 5). By examining several 

catalyst configurations, including Pt-10% Rh woven gauzes and Pt or Rh coated 
ceramic foam and extruded monoliths, several reaction and reactor variables in 
producing CO and Hz were examined. These experiments showed that the selectivity 
is improved by operating at higher gas and catalyst temperatures and by maintaining 
high rates of mass transfer through the boundary layer at the catalyst surface. At flow 
rates high enough to minimize mass transfer limitations, the Pt-10% Rh gauze, foam 
monoliths, and extruded monoliths all give similar selectivities and conversions, but 
with important differences resulting from different catalyst geometries and thermal 
conductivities. 

These results provide several insights into the partial oxidation of CH4 to synthesis 
gas. It is evident that this reaction system is governed by a combination of kinetic and 
transport effects. The reaction kinetics depend on the nature of the catalyst and the 
surface temperature, while transport of the gas species to the catalytic surface is 
a function of the catalyst geometry and flow velocities. 
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Fig. 5. Plot of CO selectivity, H, selectivity, CH4 conversion and Temperature (“C) on a monolith (9.8 
wt % Rh, 300°C preheat, 4 slpm) and in a fluidized bed (0.5 wt % Rh/A1203, 1.2 slpm). 

An interesting observation is the increase in conversion and selectivities observed 
with a decrease in contact time in contrast to earlier observations of Ashcroft and 
coworkers and Dissanayake et al. This is shown in Fig. 4 which was constructed using 
data presented in references [14, 19, 311 to facilitate an easy comparison. As pre- 
viously noted, an increase in conversion and selectivities with a decrease in contact 
time was also observed by Vermeiren et al. [18] at conditions of lower temperatures 
(600°C). 

Hickman et al. suggested that the mechanism involved direct formation of Hz 
initiated by CH4 pyrolysis on the surface to give surface C and H species. The 
H adatoms dimerize and desorb as H2 while the surface C atoms react with 
0 adatoms and desorb as CO. However, any OH forming reactions on the surface 
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would inevitably give HzO. CO2 would be formed by the reaction of adsorbed CO 
and 0 species. To explain the superiority of Rh over Pt for Hz generation, they 
showed that since the activation energy for OH formation on Rh (20 kcal/mol) was 
higher than on Pt (2.5 kcal/mol), H adatoms were more likely to combine and desorb 
as H2 on Rh than on Pt, on which the 0 + H + OH + HZ0 reaction was much faster. 

They observed that almost all conversion took place in the first few millimeters of 
the monolith (contact times < 1 ms) with complete O2 conversion to give HZ and CO. 
In contrast to previous attribution of the syngas generation to a sequence of total 
oxidation followed by reforming, they demonstrated that H2 and CO are primary 
products of the direct oxidation of methane at such short contact times. 

Hickman et al. [34] also modeled CH4 oxidation using the CH4 pyrolysis mechan- 
ism for an atmospheric pressure plug flow reactor model with reaction parameters 
from literature. Their model agreed well with the experiments, confirming that direct 
oxidation was the mechanism for oxidation on the monolith. 

In ongoing experiments in this laboratory, Torniainen and Schmidt [35] studied 
methane oxidation on other metals supported on monoliths. Ni was found to give 
similar conversions and selectivities as Rh but exhibited deactivation via oxide and 
aluminate formation. Pt and Ir showed consistently lower conversions and selectiv- 
ities although they were both stable. Ru and Fe were found to be inactive for the 
syngas reaction. Re was found to deactivate quickly by volatilization. Very low 
conversions and selectivities accompanied by deactivation were observed on the Co 
catalyst which formed an aluminate. 

Pd coked heavily and deactivated, and the conversion decreased from 52% to 28% 
and H2 selectivity decreased from 53% to 41% over 2.5 h. After running for 10 h, the 
catalyst and tube wall downstream of the catalyst were coated with coke. Migration of 
Pd to the back end of the monolith was also observed just as on Ru and Fe. 

4.2.3. Fluidized beds 
The option of using a fluidized bed reactor for syngas generation by direct 

oxidation has not been investigated until recently. There is renewed interest in 
fluidized beds for partial oxidation reactions because of several inherent advantages. 
Partial oxidation reactions are highly exothermic and their control and safe operation 
in fixed bed reactors can be difficult. Extreme precautions must be taken to avoid 
hydrocarbon/oxidant compositions inside flammable and explosive limits. In 
fluidized beds the heat transfer is good because of backmixing which ensures uniform 
temperature and safer operation. In addition, the pressure drop in a fluidized bed is 
lower than for a fixed bed of the same size for the same superficial gas velocity. 

British Petroleum [37, 381 has developed processes for synthesis gas generation in 
spouted bed reactors, both catalytic (using supported Group VIII metal catalysts) as 
well as non-catalytic (using inert solids and refractory material). According to their 
patents, a rich CH4/02 mixture is introduced with or without H2 into a bed of 
particulate material with upward flow rate sufficient to cause a spouting action of the 
bed material. Steam may also be injected into the bed along with the reactant gases 
and/or into the product gas as a quench. This is particularly desirable when operating 
at pressures greater than 1 bar. The quenching reduces the temperature of the product 
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gases and stops or reduces further reaction to less useful products and soot. A gas 
burner located at the outlet of the reactor was used to ignite and maintain a stable 
flame on the spouted bed. Several inert refractory materials such as crushed firebrick, 
alumina and zirconia were used for the particulate material. With A1,03 spheres, at 
a GHSV of 26400 h-’ and CH4/02 ratio of 1.78, CH4 conversion of 68% was 
obtained with selectivities of 56.7%, 26.5% and 3% to CO, CZ+ hydrocarbons (chiefly 
acetylene and ethylene) and soot respectively. In the catalytic version, the bed material 
comprised catalysts active for partial oxidation and/or steam reforming reactions. 
Typically, Group VIII metals optionally containing alkali metal on suitable supports 
were employed. With a conventional steam reforming catalyst, at 777°C and CH4/02 
of 1.62, a CH4 conversion of 91.2% with CO selectivity of 90.4% was observed. With 
Pt catalysts, CO selectivities as high as 94.3% could be achieved at 87% CH4 
conversion. Operation at high pressures was also possible without significant loss in 
selectivities. At 24.8 bar, CH4 conversions in excess of 90% and CO selectivities 
greater than 88% could be obtained with steam reforming catalysts at a CH4/02 ratio 
of 1.7 and temperature of N 1000°C. 

The production of synthesis gas by the catalytic partial oxidation of CH4 in air or 
O2 in static fluidized beds at atmospheric pressure has recently been examined in this 
laboratory over Pt, Rh and Ni catalysts coated on 100 urn a-A&O, beads [36]. With 
CH,/air feeds, CO and Hz selectivities as high as 95% with > 90% CH4 conversion 
were obtained on Rh and Ni catalysts. Pt catalysts were found to have significantly 
lower selectivities and conversions which may be due to more Hz0 forming reactions 
or the slow steam reforming behavior of Pt. The optimal selectivities for all the three 
catalysts were improved by heating the reaction mixture above the autothermal 
reactor temperature and using O2 instead of air. The selectivities and conversions 
were fairly constant over the range of contact times between 0.1 and 0.5 s (calculated at 
reaction conditions). Experiments were also performed to study the effect of steam in the 
feed. With increasing steam in the feed an increase in CH4 conversion and decrease in 
CO selectivity were observed indicating an approach to water gas shift equilibrium. 

Fig. 5 allows a direct comparison between the selectivities, conversion and temper- 
ature for a fluidized bed [36] with those for a monolith [32], both using Rh catalysts 
and pure 0, in the feed. Optimum selectivities and conversions are obtained at 
a CH4/02 ratio of 2.0 in the fluidized bed and 1.7 on the monolith. Also the fluidized 
bed runs significantly cooler than the monolith. 

Just as in fixed beds, there are two possible reaction pathways for CH4 oxidation in 
the fluidized bed, (1) direct oxidation to CO and H2 or (2) total oxidation followed by 
reforming. Longer times compared to monoliths may allow more reforming while 
increased backmixing in the fluidized bed compared to plug flow reactors may create 
more HZ0 initially. 

The first pathway is direct oxidation via methane pyrolysis as proposed by 
Hickman et al. [32, 331 for experiments with monolith catalysts at shorter contact 
times, The low Hz selectivities for Pt compared to Rh observed here conform very well 
with this mechanism. 

The other reaction pathway may involve total oxidation of a part of the methane 
feed to CO, and HZ0 followed by steam reforming, CO, reforming and water gas 
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shift reactions as proposed to explain microreactor syngas experiments [8, 12-19,27 
303. Because of the significant backmixing of gases along with solids circulation, O2 
and H2 will be present simultaneously which should lead to more Hz0 formation. 
Also, the contact times (0.2-0.3 s) are sufficiently long for subsequent reforming and 
shift reactions to occur and give equilibrium CO and H2 products. Rh and Ni also 
have a higher activity for steam reforming and methanation than Pt [39, 401 which 
would explain the lower CO and Hz selectivities for Pt if reforming reactions play an 
important role. 

We believe that homogeneous reactions involving free radicals do not play an 
important role in the reaction path in either monoliths or fluidized beds because no 
flames were observed. Also C2 hydrocarbons, the formation of which involves free 
radical chemistry along with surface reactions were not detected in the product gases. 

5. Summary 

We have described how processes for syngas generation have evolved from en- 
dothermic steam reforming to direct catalytic autothermal partial oxidation. Over the 
years the transition has been from (1) ‘wet’ to ‘dry’, (2) endothermic to exothermic, (3) 
contact times of several seconds to milliseconds, and (4) large complex reactor 
configurations to simple small reactors. 

For direct oxidation, Rh seems to be the catalyst of choice in either monolith or 
fluidized bed reactor configurations to achieve 95% + selectivities with 90% + con- 
version. One of the major engineering challenges is to ensure safe operation with 
premixed CH4/02 mixtures. The reaction pathway seems to involve direct oxidation 
via CH4 pyrolysis at short contact times ( -K 0.1 s) while at longer times reforming and 
shift reactions may also play a role. 

The short contact time direct oxidation process in autothermal reactors has 
promise of reducing reactor size by several orders of magnitude thereby reducing 
investment and operating costs. With renewed interest in inexpensive routes to liquid 
fuels from natural gas, direct catalytic oxidation is almost certainly the process of 
choice for future natural gas utilization. 
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DFT calculations at the B3LYP/6-31G** level were conducted on the reaction of the propane molecule with
the aluminum hydroxide clusters (HO)3Al(OH2)x (x ) 0,1). Weak, physisorbed (van der Waals) complexes
were identified. Chemisorption does not involve the Brønsted acidity of the catalyst, as no hydron transfer
occurs. Instead, the reaction involves insertion of the aluminum atom into a C-H bond, followed by the
migration of the hydrogen atom from aluminum to oxygen, to form the chemisorbed intermediate,
(H2O)x+1(HO)2Al-CH2Et or (H2O)x+1(HO)2Al-CHMe2, with the latter having a higher energy barrier. The
elimination of hydrogen from Câ and oxygen gives then H2 and propene, which forms a strongπ complex
with the aluminum cluster forx ) 0. The first step, chemisorption, has a lower energy barrier than the second,
elimination, but still higher than the hydrogen dissociation on the same clusters. Thus, the rate relationship
H2/D2 exchange> H2/RH exchange> RH dehydrogenation is predicted, as was experimentally observed.
The tetracoordinated aluminum cluster (x ) 1) reacts with the hydrocarbon by the same pathway as the
tricoordinated aluminum cluster (x ) 0) but with higher barriers for both steps; the barriers are reduced for
the larger cluster (HO)2(H2O)Al-O-Al(OH)2(H2O). The alternative pathway, forming the alkyl-oxygen
adduct (HO)2Al(OH2)x(H)-O(R)H is too high in energy to compete. Examination of butane and isobutane
establishes the reactivity order: prim C-H > sec-C-H > tert-C-H. For isobutane, essentially only methyl
C-H cleavage should occur in the common first step for hydrogen exchange and dehydrogenation. In the
second step, i.e., theâ C-H cleavage in the Al-alkyl intermediate, the reactivity order istert-C-H > sec-
C-H > prim C-H. “Broken lattice” zeolites and especially extraframework aluminum species present in
steamed zeolites should be more reactive than the intact zeolite lattices. Thus, the mechanism is relevant for
the activation of alkanes for acid-catalyzed conversions on these catalysts, which have insufficient acid strength
to cleave C-H and C-C bonds by hydron transfer.

Introduction

Active forms of aluminum oxide catalyze the exchange
between elemental hydrogen and deuterium (through the
exchange with the OH group of the catalyst)1 and the H-D
exchange of saturated hydrocarbons.2 Both these reactions have
been described as examples of acid-base catalysis.2 More
specifically, following the developments of concepts of super-
acid chemistry, the reactions of hydrocarbons on solid acids,
particularly aluminosilicates, have been generally interpreted
as involving the activation of reactant by hydron transfer to form
carbocations, either as intermediates or as transition structures.3

The computational studies of the activation of C-H bonds
in alkanes have usually attempted to describe the accepted
mechanism and, therefore, sought mostly pathways based on
hydron transfer.4 Likewise, the dissociation of hydrogen on
aluminum hydroxide clusters was assumed to involve a hetero-
lytic cleavage of the hydrogen-hydrogen bond, with the hydron
going to oxygen (basic site) and the hydride going to aluminum
(acid site). MO calculations, both semiempirical5 and ab initio
without electron correlation,6 following this postulated reaction
pathway, were conducted.5,6 We noted, however, deficiencies
in those calculations and conducted a computational study of

the dissociative chemisorption of hydrogen on coordinatively
unsaturated aluminum centers. In it, standard ab initio and DFT
calculations were conducted with large basis sets (6-31G* to
6-311++G**) and electron correlation (MP2 and B3LYP,
respectively).7 They showed that the chemisorption occurs
through the interaction of H2 with the aluminum until both
hydrogen atoms are bonded to Al, after which one hydrogen
migrates to an adjacent oxygen atom. Thus, the reaction is better
described as metal ion catalysis, rather than acid-base catalysis.7

It is thus similar to the chemisorption of hydrogen on noble
metals, with the migration of one hydrogen to a different atom
(oxygen), akin to the extensively discussed spillover process.8

Another notable result of our calculations was that tri-, tetra-,
and pentacoordinated aluminum atoms were all active in
hydrogen dissociation, with the reactivity decreasing in that
order.7 The earlier reports had considered only tri- and penta-
coordinated aluminum as potentially reactive,5,6 but at the level
of theory and with the constraints imposed to the system in
those studies, the pentacoordinated species did not chemisorb
hydrogen.6b For some obscure reason, the tetracoordinated
aluminum had been considered coordinatively saturated by the
workers in the field. Considering the concentrations of sites on
alumina surfaces (typically 30% tetracoordinated; much less,
but sometimes observed, pentacoordinated; immeasurably low,
if at all, tricoordinated),9 we concluded that tetracoordinated
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sites are most likely responsible for the catalytic activity ofγ-
andη-alumina.7 A tetracoordinated aluminum atom connected
to a silicon by an oxygen bridge was also found to chemisorb
hydrogen by this mechanism, but with a higher potential energy
barrier (PEB) than the corresponding two-aluminum cluster, thus
showing that extraframework aluminum species should be more
active than the intact zeolite structures.7

We also conducted a computational search in which the
reaction pathway was not presupposed for the reaction of small
alkanes with the same aluminum oxide clusters.10 As in the
previous study, we have considered both one-aluminum clusters,
(HO)3Al(OH2)x (1, x ) 0; 2, x ) 1) and the two-aluminum
cluster (HO)2(H2O)Al-O-Al(OH)2(H2O) (3). Like there, we
did not attempt to extrapolate from the clusters to models of
the solid, for instance by the application of periodic boundary
conditions. Such an approach assumes that the entire unit cell,
including the reactant, is periodically repeated,11 which is not
expected of catalytic alumina. Moreover, embedding the struc-
tural moiety into the surface should affect more the energies of
reaction and activation than the mechanism of reaction and
relative reactivity of sites of different structure, which were our
goals. It was important to conduct our calculations at a
satisfactory level of theory, with a large basis set. Also, it was
reported that the errors from neglect of long-range electrostatic
effects are less important than the errors from inadequate
optimization of structures.12 Furthermore, experimental activa-
tion energies of catalytic reactions conducted at high temper-
atures are not necessarily chemistry-derived. One runs the risk
of trying to duplicate computationally activation energies of
reactions that are transport-limited! A comparison of the results
obtained for the double clusters with the results obtained for
the one-aluminum clusters allows to establish the effect of the
neighboring aluminum center on the chemisorption at the
reactive aluminum center. The small clusters are, of course,
appropriate for modeling the extraframework aluminum species
present in steamed zeolites.13

Finally, we have examined the relative reactivity of primary,
secondary, and tertiary C-H bonds, using as model reactants
propane, butane, and isobutane. The results are reported in full,
below.

Computational Method

Most calculations were conducted with the program Gaussian
98;14 only the STQN calculations, for which Gaussian 98 did
not perform well, were conducted with the Gaussian 94
program,15 all in the same manner as in the study of hydrogen
chemisorption.7 Standard ab initio calculations16 with electron
correlation and sufficiently large basis sets were not possible
for the large systems studied in this work. Therefore, all
geometry optimizations were conducted with the DFT-B3LYP
method17 and the 6-31G** basis set, with some MP2(FC)/6-
31G** geometry optimizations run for comparison. Frequency
analyses, giving also the zero-point energy corrections (ZPE),16c

were conducted at the same level of theory. Transition structure
searching by the STQN (synchronous transit-guided quasi
Newton) method18 and reaction pathway identification by the
intrinsic reaction coordinate (IRC)19 tracking were conducted
in the standard manner.

No corrections were made for the basis set superposition error
(BSSE).20 They would affect mostly the energies of the
physisorbed complexes and would be, therefore, inconsequential.

The computer program Molden21 was used for the assignment
of calculated frequencies to specific vibrations. The projections

of structures shown in the figures were generated with the
program XMol.22

Results and Discussion

1. Reaction of Propane on the Tricoordinated Aluminum
Cluster. The geometry of the aluminum hydroxide reactant1
was chosen based on the consideration that transitional aluminas
are formed by the calcination of a hydrated aluminum oxide,
like boehmite. One can consider that the bulk of the solid is
already set to a significant extent at the boehmite stage and the
structural reorganization upon calcination affects mostly the
surface.23 We optimized, therefore, the geometry of the hydrated
cluster2 as the starting point and then removed the extra water
molecule to obtain the corresponding reactive (coordinatively
unsaturated) cluster1 (eq 1).7

Two types of constraints were applied in our study of the
reaction of hydrogen with1. In the first (A), the O1-O2-Al-
O3 dihedral angle was kept constant at the same value as in2
and the other geometrical parameters were optimized. In the
alternative mode (B), the outer atoms of1 were frozen in the
position they had in the hydrated cluster2 and the geometry of
the central fragment (the Al (-O-*)3 group) was optimized.
The reaction proceeded in the same way in either mode and
the PEB for the formation of the chemisorbed complex was
the same for both.7a The reaction of1 with the larger molecule,
propane, was investigated only in mode A. Because there is no
evidence that tricoordinated aluminum species exist at all in
active alumina or zeolites, we concentrated on the reaction of
the tetracoordinated aluminum cluster2, on which no geometry
constraints were placed (see below). The reaction pathways
calculated for clusters1 and2 were the same in every detail.
Thus, even if the energy barriers for the reaction of1 along
pathways A and B were different, that finding would not affect
the conclusions. Moreover, the reaction pathway for the reaction
of the C-H bonds was in each case the same as that for the
reaction of the H-H bond, where the same PEB was found for
modes A and B.7a

The calculations have established the existence of a weak
complex of1 with propane (physisorbed propane), of the van
der Waals type (4), 4 kcal/mol24 more stable than the isolated
reactants (without a BSSE correction). Two kinds of chemi-
sorption products were identified, with alkyl-aluminum bond
(5) and with alkyl-oxygen bond (6), illustrated for1 by eqs 2
and 3, respectively, withx ) 0. For each type of complex, the
catalyst cluster can cleave either a primary or a secondary C-H
bond (seriesa andb in eqs 2 and 3).

The transition structure for the chemisorption step on the
alkyl-aluminum pathway, identified by the STQN method,18 was
similar to the transition structure for hydrogen chemisorption.
The imaginary frequency was identified as the bending of the
Al-H bond toward O, that is, the migration of hydrogen from
aluminum to oxygen.21 The transition structure (TS1) for

(HO)3Al-OH2
2

f (HO)3Al
1

+ H2O (1)

(HO)3Al(OH2)x + PrH
1 (x ) 0), 2 (x ) 1)

f (HO)2Al(OH2)x+1(R)
5 (x ) 0), 8 (x ) 1)

(2)

1, 2 + PrH f (HO)2Al(OH2)x(H)-O(R)H
6 (x ) 0), 9 (x ) 1)

(3)

a: R ) 1-Prb: R ) CHMe2
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chemisorption on the tricoordinated cluster,1 f 5a, is shown
in Figure 1.22 IRC tracking verified the transition structures. In
the transition structure, the distance of the migrating hydrogen
to the oxygen is 20-25% longer than the normal O-H bond,
whereas its distance to aluminum is only 10-15% longer than
the normal Al-H bond. Most importantly, however, the Al-H
distance is even shorter prior to the transition state and then
increases, whereas the O-H distance decreases throughout the
process. Thus, the reaction mechanism consists of the insertion
of aluminum into the C-H bond, followed by hydrogen
migration from Al to O, just like for hydrogen chemisorption.7

The alternative, alkyl-oxygen, pathway1 f 6b (eq 3), was
closer to a concerted four-center process. Its transition structure,
TS1, is shown in two projections in Figure 2. The C-O bond
formation seemed to lag somewhat behind the Al-H bond
formation. The charge distribution (Mulliken population analy-
sis) showed that the reacting carbon acquired a positive charge
on the pathway of eq 3 (1 f 6b); therefore, the corresponding
reaction of a primary C-H bond (1 f 6a) should be of
significantly higher energy and was not investigated.

The products of chemisorption on either pathway can react
further, to form hydrogen and propene. It is well established
that alkenes can be hydrogenated and alkanes dehydrogenated
on alumina and on silica-alumina catalysts.25 Locating a
transition structure for the elimination from the O-alkyl complex
5 was a trivial matter, as the reaction proceeded smoothly over
a cyclic transition structure (TS2, Figure 3),22 in a process
reminiscent of the thermal elimination of esters, leading to
propene and the complex with chemisorbed hydrogen (adduct)
on the aluminum cluster (eq 4). The hydrogen was transferred
from Câ to another oxygen atom. It was much more difficult,
however, to map the reaction pathway for the elimination from
the alkyl-aluminum complexes5a and5b. The STQN method
was not successful, because we did not have the structure of

the final state of the reaction. We were able to find the transition
structure by standard Berny optimization of various candidates.
The structure that we obtained was confirmed by IRC19 tracking,
which also gave the structure of the elimination product. The
latter was aπ complex of propene with the aluminum cluster
(7), formed together with a hydrogen molecule, which is also
physisorbed on the cluster, but only weakly (eq 5). The
coordinatively unsaturated aluminum atom binds much stronger
to a carbon-carbon double bond (∆E ) -11.9 kcal/mol for
the complexation of propene to give7) than to a molecule of
hydrogen (∆E ) -1.78 kcal/mol for the complexation of H2 to
1, at B3LYP/6-31G** without ZPE correction).7a The former
is aπ complex, and the latter is a van der Waals complex. There
was much less cleavage of the Al-C bond than of the C-H
bond at the transition state of the second step (TS2, shown in
Figure 4, for the decomposition of5a).22

For comparison, we also examined the reaction coordinate
for the alkyl-aluminum chemisorption pathway1 f 5aby MP2/
6-31G** geometry optimization. The structures obtained were
essentially the same, confirming the conclusion of the study of
hydrogen chemisorption, in which the equivalency of the MP2
and B3LYP calculations was thoroughly tested.7

The energies of intermediates and products, relative to the
starting materials, are shown in Table 1. As seen in the table,
the alkyl-aluminum complexes were found more stable than
the alkyl-oxygen complex6b by 6.1 kcal/mol (5a) and 3.8 kcal/
mol (5b). The reaction coordinates for the two pathways were
quite different. Thus, the chemisorbed complexes of eq 2 (Al-C
bonding) represented shallow energy minima with low barriers
(1-2 kcal/mol) for the return to reactants. The rate-determining
step for the dehydrogenation was the elimination from5. About
half of the energy barrier for dehydrogenation came from the
endothermicity of the reaction (29.2 kcal/mol for the conversion

Figure 1. Transition structure (TS1) for the chemisorption of propane
(methyl C-H cleavage) by C-Al bonding, on a tricoordinated
aluminum cluster (1 f 5a).

Figure 2. Transition structure (TS1) for the chemisorption of propane
(methylene C-H cleavage) by C-O bonding, on a tricoordinated
aluminum cluster (1 f 6b). F ) front view, T ) top view.

Figure 3. Transition structure (TS2) for the elimination of propene
from the alkyl-oxygen adduct,6b (top view).

Figure 4. Transition structure (TS2) for the elimination of propene
from the alkyl-aluminum adduct,5a.
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of propane to propene at B3LYP/6-31G** with ZPE correction).
Both the chemisorbed intermediate and the two transition
structures were lower in energy for the reaction of the primary
C-H (a). This result can be rationalized by electronic factors,
because the negative electric charge at the reacting carbon
increased during the chemisorption (it was highest in the
transition structure), but a contribution from steric factors needs
also to be considered.

Contrastingly, the mechanism of eq 3 (O-alkyl pathway) has
high energy barriers on both sides of the chemisorbed inter-
mediate, with the barrier for the first step being slightly higher
(by 2 kcal/mol). It can be safely concluded that both hydrogen
exchange and dehydrogenation/hydrogenation occur exclusively
by the alkyl-aluminum pathway. The potential energy profile
of the lowest energy pathway (over5a) for propane dehydro-
genation/propene hydrogenation on the aluminum cluster1 is
presented in Scheme 1. The energy shown for the product,7,
includes the stabilizing interaction with the hydrogen molecule
(-0.6 kcal/mol, again without BSSE correction).

A comparison between an alkyl-metal and an alkyl-oxygen
pathway was recently reported for the dehydrogenation of ethane
by the gallium atom of a cluster in which a H2Ga moiety was
bonded to two tricoordinated (oxonium) oxygens of an alumino-
silicate model.26 The gallium-bonded hydrogens were involved
in the reaction (a Ga-H bond was broken upon ethane
chemisorption and a Ga-H bond was formed in the elimination
step). The alkyl-metal pathway was also found the lower-energy
process in that system.26

2. Reaction of Propane on Tetracoordinated One-
Aluminum and Two-Aluminum Clusters. Because a tetra-
coordinated aluminum atom inherently has less flexibility than
a tricoordinated atom, the geometry optimizations were con-
ducted without any restraints. No chemisorbed complex of
formula8b (eq 2) was identified in this way, however, because
a water molecule dissociated and the reaction product was5b,
described above. If the catalytic center was part of a solid, the
lattice rigidity would prevent Al-O dissociation; therefore,
chemisorption accompanied by a relaxation of the lattice

TABLE 1: Calculated Relative Energies of Intermediates, Products, and Transition Structures for the Reaction of Propane
with the Aluminum Hydroxide Clusters 1, 2, and 11a

reaction
pathway

physisorbed
reactantb TS1

chemisorbed
complex TS2

physisorbed
product(s)b

isolated
products

A. Tricoordinated Aluminum Cluster (1) as Catalyst
Al-CH2Etc -4.01 32.19 31.24 57.10 17.63 29.23
Al-CH(Me)2d -4.01 35.14 33.54 62.41 17.63 29.23
Al-CH(Me)2e -6.33 33.59 31.50
O-CH(Me)2f -4.01 72.31 37.34 70.35 46.65g 29.23h

B. Tetracoordinated Aluminum Cluster (2) as Catalyst
Al-CH2Et i -1.93 43.95 25.59 74.20j 26.56 29.23

72.21k

Al-CH(Me)2l -1.93 m
O-CH(Me)2n -1.93 82.22 32.28 75.98o 43.77 29.23q

67.31p

C. Two-Aluminum (Both Tetracoordinated) Cluster (11) as Catalyst
Al-CH2Etr -3.77 37.02 20.89s 67.01t 20.49 29.23

a B3LYP/6-31G**//B3LYP/6-31G** + ZPE, kcal/mol, relative to the isolated starting materials (1, 2, or 11 and PrH).b The values in this
column are affected by basis set superposition errors.c 1 f 5a, eq 2, then eq 5.d 1 f 5b, eq 2, then eq 5.e MP2(FC)/6-31G**//MP2(FC)/6-31G**
values.f 1 f 6b, eq 3, then eq 4.g Propene physisorbed on the (HO)2AlH-OH2 cluster.h 44.98 kcal/mol if (HO)2AlH-OH2 is a product. As the
energy for the latter was not ZPE-corrected, the number is only orientative.i 2 f 8a, eq 2, then eq 5.j d(Al-OH2) ) 2.11 Å, as in the chemisorbed
complex,8a (see text).k d(Al-OH2) ) 2.31 Å, see text.l 2 f 8b, eq 2.m Decomposition to5b occurred.n 2 f 9b, eq 3, then eq 4.o d(Al-OH2)
) 2.00 Å, as in the chemisorbed complex,9b (see text).p d(Al-OH2) ) 2.20 Å, see text.q 48.14 kcal/mol, if (H2O)2AlH(-OH)2 is a product.r eq
6. s Adduct 12. t d(Al-OH2) ) 2.136 Å, as in the chemisorbed complex,12 (see text).

SCHEME 1: Reaction Coordinate for Propane Dehydrogenation (Aluminum-Alkyl Pathway, Eqs 1 and 5,x ) 0, Path
a)

1622 J. Phys. Chem. A, Vol. 106, No. 8, 2002 Fǎrcaşiu and Lukinskas



(increase of the O-Al bond length) should occur. As both the
chemisorbed intermediate and the barrier for its formation were
shown in the reaction with cluster1, above, to be higher in
energy for the secondary C-H bond than for the primary C-H
bond, the formation and reaction of8b were not investigated
further.

The reaction of the tetracoordinated aluminum cluster2 was
mechanistically the same as the reaction of the tricoordinated
cluster,1, both for the alkyl-aluminum pathway (2 f 8a, eq 2)
and for the alkyl-oxygen pathway (2 f 9b, eq 3). The transition
structure for chemisorption (TS1) of propane on2 by eq 2 is
shown in Figure 5. In the second step of the reaction, both8a
and9b eliminated easier water than propene. Depending upon
the rigidity of the lattice around the aluminum center, three
possibilities have to be considered. (1) If the system was fully
flexible, the elimination would occur as for the tricoordinated
aluminum cluster1, with the energy barriers calculated above,
after which the broken aluminum-oxygen bond would be
reformed. (2) If the lattice was rigid, the Al-O bond length
would be preserved throughout elimination from both8a and
9b; the calculation with this assumption provides the highest
limit for the decomposition energy barrier. (3) For a lattice
endowed with some local flexibility (the most likely case), the
Al-O would be lengthened to some extent at the transition state
for elimination; the energy barrier would be lower than in case
2 but not necessarily higher than in case 1, because secondary
interactions assisting the elimination might exist. Optimization
of the transition structures for the elimination steps from8a
and9b were conducted for Al-OH2 distances frozen as in the
chemisorbed complexes (case 2) and longer by 0.2 Å (case 3).

The calculated energies are shown in the second section of
Table 1. It can be seen that the calculated PEB for the rate-
determining steps of both the alkyl-aluminum pathway (elimi-
nation step) and the oxygen-aluminum pathway (the propane
chemisorption step) were higher than in the reaction catalyzed
by the tricoordinated aluminum cluster,1. The same relationship
between tri- and tetracoordinated aluminum clusters was found
for hydrogen chemisorption.7 The complexation of propene by
the tetracoordinated cluster is weak (ca 3 kcal/mol). Therefore,
structure10 in eq 5 should be considered as a van der Waals
complex.

The chemisorption and elimination by the alkyl-aluminum
pathway were also examined for the double (tetracoordinated-
tetracoordinated) cluster,11. The geometry of this catalyst was
generated in our previous work by the optimization of the
hydrated species, (H2O)2Al(OH)2-O-Al(OH)2(H2O), and re-
moval of a molecule of water.7b The oxygens in the terminal
hydroxy groups (drawn in bold letters in eq 6) were frozen,
and the geometry of the dehydrated cluster was optimized with
these constraints, modeling the anchoring of the active site onto

the lattice.7b The same constraints were kept in the optimization
of the species resulting from the interaction of11 with propane
(eq 6).

In the complex with chemisorbed propane, the hydrogen
cleaved from a carbon went to the bridging oxygen, as
expected.7b Otherwise, the reaction mechanism was the same
as for the one-aluminum cluster2, and the Al-O bond also
cleaved easier than the Al-C bond in the decomposition of the
adduct12. Therefore, the transition structure for the elimination
step (TS2) was optimized with the Al-OH2 bond length frozen
as in 12 (2.136 Å), to obtain the high limiting value of the
potential energy barrier for elimination (option 2, above). The
elimination is the rate-determining step of propane dehydro-
genation on the dialuminum oxide-hydroxide cluster as well.
Again as expected,7b all of the species along the reaction
coordinate (intermediates and transition structures) are lower
in energy for the two-aluminum cluster than for the one-
aluminum cluster as catalyst (third section of Table 1).

On the basis of the close similarity observed in every point
between the previous results on hydrogen dissociation7 results
and the present data on propane dehydrogenation, we can expect
that a silicon-aluminum oxide model (hydrated) should also
catalyze the latter reaction, but the energy barriers for the
reactions should be higher than for the all-aluminum clusters.7b

This prediction agrees with the comparative study by Holm and
Blue of ethylene hydrogenation at 500°C on alumina and
silica-alumina catalysts.25a

3. Reaction of Butanes on the Tricoordinated Aluminum
Cluster. The results shown above indicated that primary C-H
bonds are more reactive than secondary C-H bonds toward
the coordinatively unsaturated aluminum centers. To obtain
further data on the relative reactivity of C-H bonds, we studied
the reaction of butane (BuH) and isobutane (i-BuH) with cluster
1 on the alkyl-aluminum pathway (corresponding to Equations
2 and 5 for propane). The results are given in Table 2.

It is seen that the predicted relative reactivity of primary and
secondary C-H bonds is the same for BuH as for propane.
Moreover, the size of the hydrocarbon has little effect. Chain
branching seems to have little effect on the alkane chemisorption
(ca 1 kcal/mol difference between methyl C-H reactivity in
BuH andi-BuH), but the elimination from the primary R-Al
species has a lower barrier for the branched hydrocarbon than
for the linear isomer.

A tertiary C-H bond ofi-BuH is predicted to be less reactive
than a secondary C-H bond of BuH by 3 kcal/mol for the
dissociative chemisorption and by 5 kcal/mol for the elimination.
An internal comparison of hydrogen atoms ini-BuH reveals a
preference for the reaction involving initial insertion into a
primary C-H bond over insertion into the tertiary C-H bond
by 5.5 kcal/mol for dissociative chemisorption and by 13 kcal/
mol for elimination.

4. Implications for Catalysis Mechanism.The calculations
show that the hydrogen exchange with the catalyst has a much

Figure 5. Transition structure (TS1) for the chemisorption of propane
(methyl C-H cleavage) by C-Al bonding, on a tetracoordinated
aluminum cluster (2 f 8a). F ) front view, S) side view.
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lower potential energy barrier than the elimination, for all
clusters and for all types of C-H bonds. Therefore, it should
be much faster than the elimination. We note that in the reaction
of BuH-d10 with HZSM-5 at 400-550°C, H-D exchange was
at least 1 order of magnitude faster than dehydrogenation and
cracking.27 The chemisorption of hydrogen on the same clusters
was found to have a smaller potential energy barrier7 than the
chemisorption of the alkane, which is in perfect agreement with
the experimental results.28 Therefore, the H2/catalyst exchange
should be the fastest process. Indeed, this rate relationship was
found in a study of the reaction of tritium gas with toluene and
with hexane on three zeolites.29

The difference in reactivity, prim C-H . tert-C-H (with
sec-C-H between) is clearly apparent fori-BuH, where it is
compounded by a statistical factor of 9. Experimentally, notert-
C-H exchange was observed in isobutane at temperatures at
which the methyl hydrogens exchanged readily.4d,30 In the
comparison of the primary C-H bonds in BuH andi-BuH, we
must note that in the interaction with coordinatively unsaturated
aluminum sites on an irregular surface, steric effects may
determine the relative reactivity.

Mechanistically, our calculations show that the hydrogen
exchange2,4,27,30 and elimination reactions25 of an alkane on
materials containing Al(O-)n sites, with n ) 3 and 4, are
examples of metal ion catalysis.7 The cleavage of H-H and
C-H bonds by insertion of metal atoms and ions (metal and
metal ion catalysis) has been well-known for heavy metals,
particularly noble metals, but it was not considered for
aluminum. An increase in reactivity for “broken lattices” of
zeolites and a role for extraframework aluminum species of
steamed zeolites in hydrogen and alkane activation is predicted
by this mechanism.

Alkane activation by solid acids, particularly zeolites, was
described as involving hydron transfer to C-H3a and C-C
bonds,3b the same as for the liquid superacids HCl-AlCl3 (or,
rather, H2O-AlCl3),31 HF-SbF5,32 and HF-TaF5.33 It was,
indeed, claimed that zeolites, among others, are solid super-
acids.34 Computational descriptions based on this reactivity
model have been published.4,35 The superacidity of solids has,
however, been contested.36 It was shown that solids are
intrinsically much weaker acids than liquids of similar struc-
ture.36b In particular, the zeolite HZSM-5, for which the
mechanisms involving hydronated alkanes with pentacoordi-
nated carbon (carbonium ions) and cleavage of sigma bonds
by acidolysis were put forward,3 was shown to be much weaker
than trifluoromethanesulfonic acid.37 The latter is a weak
superacid, capable of isomerizing and cracking alkanes, but the
initiation appears to be by oxidation.38 Activation of alkanes
by zeolites through hydron transfer is, therefore, highly ques-
tionable.

Alternatively, a hydride abstraction by a surface Lewis acid
site has been proposed for alkane activation.30a It was noted,

however, that hydride abstraction from alkanes does not occur
even with the much stronger Lewis acid, SbF5.39

A reverse heterolysis of C-H bonds by aluminum oxide
catalysts was also proposed. Thus, the reaction of methane with
aluminum hydroxide was described as a heterolytic reaction with
an acid-base pair on the surface, with the hydron going to the
negative oxygen and a methyl anion to the metal.40 It was
computationally modeled by a process involving a concerted
four-center reaction.41 Formation of alkyl anions requires
extremely high basicities, which cannot be expected of either
the bridging oxygens or the hydroxylic oxygens present in active
alumina. The insertion of the metal ion into the C-H bonds,
predicted by the calculations, liberates the mechanistic model
from such improbable acid-base reactions. It is noteworthy that
the transition structure calculated (HF/6-31G) for the methane
chemisorption along the postulated reverse C-H heterolysis
pathway is somewhat similar to the one that we find for propane,
but the critical feature that the hydrogen of the C-H bond to
be broken has a bonding interaction with aluminum before
migrating to oxygen was not evidenced in that study.41

Initiation of alkane reactions on solid acids by a one-electron
oxidation has also been proposed.42 Dehydrogenation on tri-
coordinated and especially tetracoordinated aluminum centers
by the mechanism uncovered here represents an alternative
alkane activation mechanism. An easier dehydrogenation on all-
aluminum rather than on aluminum-silicon hydroxide clusters
explains the effect of extraframework aluminum species in
steamed zeolites on catalytic activity. It follows that for
mechanistic studies on zeolites, the rigorous and sensitive
identification and quantification of extraframework aluminum
species is essential. Unfortunately, no good analytical procedure
exists. The existence of extraframework aluminum species is
normally concluded from the observation of hexacoordinated
aluminum in the sample. The hexacoordinated aluminum is
inactiVe, however. Moreover, for the cluster sizes possible inside
the cavities, hexacoordination can be achieved only with
molecules of water as ligands. The latter would be lost on
calcination. Then,the hexacoordinated aluminum species
obserVed in steamed zeolites after thermal actiVation must be
present on the external surface of crystals. The active aluminum
is tetracoordinated, present most likely as assemblies of two
(or more) adjacent tetracoordinated aluminum atoms,43 in
agreement with our findings here. Therefore, it is hardly
distinguishable by27Al NMR from the lattice aluminum.

The one-electron transfer and aluminum insertion might occur
competitively. In either case, the critical intermediate is a bonded
or complexed olefin. In the reactions on aluminosilicates, the
barrier for reaction of the olefin with the acid site is lower than
the barrier for hydrogenation; therefore, a cationic-type (cation-
oidic) reaction ensues. At high temperatures and low pressure,
olefin products desorb from the catalyst. In experiments with
the feed as liquid and at lower temperatures (120-160 °C),

TABLE 2: Calculated Relative Energies of Intermediates, Products, and Transition Structures for the Reaction of Butane and
Isobutane with the Aluminum Hydroxide Cluster 1a

reacting bond
physisorbed

reactantb TS1
chemisorbed

complex TS2
physisorbed
product(s)b

isolated
products

PrCH2-Hc -3.33 32.07 31.09 57.39 17.71 31.40
EtMeCH-Hc -3.33 35.88 34.65 62.45 17.71 31.40
EtMeCH-H d -3.33 35.88 34.65 60.26 14.09e 25.68e,f

(Me)2CHCH2-Hg -4.14 33.26 31.63 54.25 12.76 30.62
Me3C-H g -4.14 38.82 35.09 67.31 12.76 30.62

a B3LYP/6-31G**//B3LYP/6-31G** + ZPE, kcal/mol, relative to the isolated starting materials (1 and BuH ori-BuH). b The values in this
column are affected by BSSE.c Reaction forming 1-butene.d Reaction forming 2-butene.e The value given is fortrans-2-butene.f The value calculated
for cis-2-butene is 28.52.g Reaction forming isobutene.
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however, only saturated hydrocarbons were desorbed from the
catalyst, as isomerization and disproportionation products, but
they were formed entirely via olefinic intermediates.44 The
isomerization of hexane under the same conditions on acid
mordenite also cannot be rationalized by the clasical mechanism
of sigma bond acidolysis and carbocationic rearangement.45 All
of these findings are consonant with the present calculations.
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Marino, G.; Rose, K. D.J. Am. Chem. Soc.1997, 119, 11826.
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Abstract

A low-cost and high effective copper/aluminum (Cu/Al) bimetal has been developed for treatments of halogenated

methanes, including dichloromethane, in near neutral and high pH aqueous systems. Bimetallic Cu/Al was prepared by

a simple two-step synthetic method where Cu was deposited onto the Al surface. The presence of Cu on Al significantly

enhanced rates of degradation of halogenated methanes and reduced toxic halogenated intermediates. The stability of

Cu/Al was preliminarily studied by a multi-spiking batch experiment where complete degradation of carbon tetra-

chloride was achieved for seven times although the Cu/Al aging was found. Roles of Cu may involve protecting Al

against an undesirable oxidation with water, enhancing reaction rates through the galvanic corrosion, and increasing

the selectivity to a benign compound (i.e., methane). Kinetic analyses indicated that the activity of bimetallic Cu/Al was

comparable to that of iron-based bimetals (e.g., palladized iron) and zero-valent metals. Bimetallic Cu/Al could be a

promising reactive reagent for remediation of halogenated solvents-contaminated groundwater associated with high pH

problems.

� 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Halogenated organic solvents have extensively been

used for several decades in industrial applications such

as the manufacture of refrigerants, herbicides, plastics,

and solvents. Due to leaks, spills, and releases from in-

dustrial sources, they inevitably contaminate environ-

ments such as soil and groundwater. According to a

study conducted by the US Geological Survey from 1985

to 1995, of 60 volatile organic compounds (VOCs),

halogenated organic solvents such as carbon tetrachlo-

ride, chloroform, and trichloroethylene were among the

most frequently detected VOCs in groundwater in urban

and rural areas (Squillace et al., 1999). Because of in-

ertness and toxicity, many halogenated organic solvents

have been classified as priority pollutants including car-

bon tetrachloride and chloroform (US EPA, 1979).

Permeable reactive barriers (PRBs) represent a

promising environmental remedial technology for

remediation of groundwater contaminated with halo-

genated organic solvents (Puls et al., 1998; Liang et al.,

2000). PRBs involve the placement or formation of a

reactive treatment zone in the path of a contaminant

plume in which groundwater passively moves while

contaminants precipitate, adsorb or degrade. Treatment

zones can be created by injecting reagents or by placing

reactive solid-phase matrices into the subsurface. Sub-

stantial research efforts have been initiated over the past

few years to identify reactive media that can be used in

PRBs to treat halogenated organic solvents. Several

different types of reactive media have been examined
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including zero-valent metals (e.g., Fe, Zn) (Gillham

and O’Hannesin, 1994; Matheson and Tratnyek, 1994;

Boronina et al., 1995; Roberts et al., 1996), bimetallic

complexes (e.g., Pd/Fe, Pd/Zn) (Grittini et al., 1995;

Muftikian et al., 1995; Fennelly and Roberts, 1998;

Cheng and Wu, 2000), colloidal-size iron (Cantrell and

Kaplan, 1997) and nanoscale iron materials (Lien and

Zhang, 1999a, 2001). The reactive reagent most suc-

cessfully deployed to date has been zero-valent iron

(ZVI). ZVI has been demonstrated to be effective in re-

moving a wide array of contaminants including halo-

genated organic solvents, heavy metals (Su and Puls,

2001), and radionuclides (Gu et al., 1998; Morrison

et al., 2001).

Although ZVI has been shown a great success in

treatments of many halogenated organic contaminants,

very often it fails to degrade dichloromethane. For ex-

ample, studies have shown that, of 14 halogenated or-

ganic compounds, only dichloromethane did not show

measurable degradation by 100 mesh iron filings (Gill-

ham and O’Hannesin, 1994). Similar results have also

been observed in studies using bimetallic catalysts (Lien

and Zhang, 1999a) and supported Pd catalysts (Lowry

and Reinhard, 1999). The difficulty of the dichlorome-

thane degradation tends to cause an incomplete degra-

dation of carbon tetrachloride (Matheson and Tratnyek,

1994). Because complete degradation was not achieved,

the accumulation of dichloromethane, which has the

federal maximum contaminant levels of 5 lg/l, may re-

quire further treatments.

Another potential impact on ZVI is the high pH ef-

fect that deteriorates ZVI activity (Chen et al., 2001).

The reductive degradation by ZVI involves metal cor-

rosion for which ZVI serves as electron donors:

Fe0 ! Fe2þ þ 2e� ð1Þ

This characteristic reaction of iron corrosion results in

oxidative dissolution at near neutral pH. In aqueous

systems, enhanced iron corrosion by water leads to in-

creased pH and the formation of iron hydroxide pre-

cipitates:

Fe0 þ 2H2O ! Fe2þ þH2 þ 2OH� ð2Þ

The accumulation of hydroxide precipitates on the metal

surface results in the loss of iron activity over time

(Matheson and Tratnyek, 1994). Since the pH increase

favors the formation of iron hydroxide, ZVI could not

be the suitable reactive reagent at high pH. On the

contrary, zero-valent aluminum may serve as a better

reactive reagent under high pH conditions because the

presence of OH� ions does not cause the formation of

oxide precipitates but facilitates the removal of alumi-

num oxide (Birnbaum et al., 1997):

Al2O3 þ 2OH� ! 2AlO�
2 þH2O ð3Þ

Therefore, the development of aluminum-based reactive

media in PRBs may be a promising strategy to overcome

high pH problems in groundwater remediation.

The use of aluminum-based bimetals for dehalogen-

ation of chlorinated hydrocarbons has been reported

(Schlimm and Heitz, 1996); however, investigation was

conducted in the pH range of 4–7. We report here a

bimetallic system of copper/aluminum complexes (Cu/

Al) that effectively degraded halogenated methanes in-

cluding dichloromethane under near neutral pH and

high pH conditions. The bimetallic effect in dehalo-

genation has been shown that adding Pd, or Ni to Fe

significantly increased the degradation rate in many

halogenated organic solvents compared to the Fe alone

(Grittini et al., 1995; Muftikian et al., 1995; Fennelly

and Roberts, 1998; Lien and Zhang, 1999a). In this

work, Cu was selected because of its low reduction po-

tential (þ0.34 V, relative to �1.662 V of aluminum).

This property may better protect Al against undesirable

side reactions (e.g., oxidation with water) when the bi-

metallic structure of Cu/Al is created. Moreover, Cu is

known as a mild hydrogenation catalyst (Satterfield,

1991). It is effective for most of the elementary reactions

that are required in catalytic dehalogenation (Yang et al.,

1997). The deposited Cu may therefore be beneficial

to the overall performance of bimetallic Cu/Al based on

the catalytic property of Cu.

In this paper, a synthetic method of bimetallic Cu/Al

is presented and the structure of Cu/Al was determined

by X-ray diffraction (XRD). A multi-spiking test was

performed to investigate the stability of Cu/Al. The re-

sults from batch experiments on the rate and extent of

the halogenated methane transformation by Cu/Al are

presented. Kinetic analysis was conducted by using

pseudo-first-order rate equation and activity was ex-

pressed as both observed and surface-area-normalized

rate constants.

2. Experimental

2.1. Materials

HPLC grade carbon tetrachloride, chloroform, di-

chloromethane, chloromethane, and bromoform were

obtained from Aldrich. Methanol was purchased from

Pharmco (ACS grade). A standard gas mixture con-

taining methane, ethane, ethylene, and C3–C4 hydro-

carbons (15 ppm each) was obtained from Supelco.

Standard gases of 1.04% ethylene and 1.04% methane

were acquired from Aldrich. Sodium hydroxide (98.7%)

and cupric sulfate pentahydrate (99.8%) were acquired

from J. T. Baker. Commercial grade aluminum metal

(�20 lm) and copper powder were obtained from Ald-

rich and Fisher Scientific, respectively.
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2.2. Preparation of bimetallic Cu/Al

Bimetallic Cu/Al was prepared in two simple steps

at a fume hood. First, cupric sulfate gel was generated

in an alkaline solution by adding 1.5 g of sodium hy-

droxide into a 30 ml of cupric sulfate solution (0.27 M).

Next, metallic Cu was deposited onto the Al surface

through a redox reaction. Five grams of Al metal was

added into the gel and immediate fume evolution was

observed. Copper ions (Cu2þ) underwent a fast reduc-

tion to Cu0 by the oxidation of Al metal. While complete

redox reaction was achieved, the gray aluminum was

turned into black particles. Assuming that all the Cu

metal was reductively precipitated onto the Al surface,

the content of the Cu in the Al was calculated as 10%

by weight. It is worth pointing out that an attempt to

synthesize bimetallic Cu/Al through the reduction of

Cu2þ by Al under acidic conditions was unsuccessful. At

low pH, monodispersed Cu particles instead of bime-

tallic particles were produced when cupric sulfate re-

acted with Al powders. Interestingly, the preparation of

other aluminum-based bimetals such as Co/Al, Fe/Al,

and Ni/Al was restricted to acidic conditions.

2.3. Batch system

Batch experiments were carried out in 150 ml serum

bottles (Wheaton glass) containing 20 g/l of bimetallic

Cu/Al. Stock solutions of halogenated methanes were

prepared in methanol. For each bottle, 10 ll of stock

solution was spiked into 50 ml of aqueous solution to

achieve a desired initial concentration. The serum bot-

tles were then capped with Teflon Mininert valves and

mixed on a rotary shaker (30 rpm) at room tempera-

ture (22� 1 �C). Batch bottles containing halogenated

methanes in the absence of metal particles were used as

controls. Analyses of organic mass in the controls indi-

cated that the mass varied by less than 5% over the

course of a typical experiment. Parallel experiments were

also conducted to determine rates of the carbon tetra-

chloride degradation by Al and Cu alone. Solution pH

was adjusted by HCl (1.0 N) and NaOH (1.0 N) prior to

experiments.

2.4. Analyses

Halogenated methanes were analyzed by a head-

space-gas chromatograph (GC) method. At selected

time intervals, a 20 ll headspace gas aliquot was with-

drawn by a gastight syringe for GC analysis. Headspace

samples were analyzed by a HP5890 GC equipped with a

DB-624 capillary column (J&W, 30 m� 0:32 mm) and

an electron capture detector. Oven temperature was set

at 50 �C for 10 min, injection port temperature was 180

�C, and detector temperature was 300 �C. Concentra-
tions of halogenated methanes were determined by the

external standard method using calibration curves.

Calibration curves for each compound were made ini-

tially and the variability was checked daily before

analysis (<15%). Since the solution/headspace ratio was

identical between calibration and batch reaction sys-

tems, concentrations determined by the calibration

curves account for vapor/water partitioning. It should

be pointed out that no attempt was made to analyze the

dimerization products such as hexachloroethane and

tetrachloroethylene because dimerization reaction is not

favored in dilute aqueous systems (Matheson and

Tratnyek, 1994).

Hydrocarbon products in the headspace were ana-

lyzed with a Shimadzu GC equipped with a flame ion-

ization detector (FID) and an AT-Q column (Alltech,

30 m� 0:32 mm). Oven, injection port, and detector

temperature were set at 30, 250, and 300 �C, respectively.
Hydrocarbons in the samples were identified by com-

paring GC retention times with standards (Supelco) and

the GC was calibrated with gas standards (Aldrich).

Aqueous concentrations were calculated using Henry’s

law constants (Mackay and Shiu, 1981).

2.5. Solid phase characterization

Speciation of Cu/Al at the metal surface was ana-

lyzed by a X-ray diffractometer MiniFlex (Rigaku Co.)

at 30 keV and 15 mA. The instrument used copper target

tube radiation (Cu Ka1) to produce X-rays with a

wavelength of 1.54 �AA. Samples were placed on a quartz

plate and were scanned from 5� to 80� (2h) at a rate of 2�
2h/min. The resultant XRD patterns were analyzed by

XRD Pattern Processing, JADE� 5, Materials Data Inc.

to calculate the interplanar spacings and relative inten-

sities, and determine the 2h values of peaks. Total sur-

face area of Cu/Al was measured by Auto III 9400

mercury porosimeter (Micromeritics Instrument Co.)

with a maximum pressure of about 227, 370 kPa. The

contact angle between mercury and the solid surface was

set at 130�. Prior to measurement, Cu/Al particles were

nitrogen-dried overnight under ambient temperature

(22� 1 �C). Average surface area of Cu/Al was deter-

mined to be about 5.31 m2/g.

3. Results

XRD measurements were carried out to investigate

the structure of Cu/Al bimetal. Fig. 1 illustrates the XRD

patterns of Al metal (pattern a) and Cu/Al bimetal

(pattern b). The characteristic peaks of Al metal ap-

peared at 38.6�, 44.8�, 65.2�, and 78.4� as indicated by a

square symbol and the peaks assigned to Cu were at the

positions at 43.4�, 50.5�, and 74.1� as indicated by a circle

symbol. In Fig. 1, the XRD pattern indicated that bi-

metallic Cu/Al consisted of metallic Al, metallic Cu, and
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aluminum hydroxide (Bayerite, Al(OH)3). The charac-

teristic peaks of aluminum hydroxide were assigned to

18.8�, 20.4�, 27.9�, 36.6�, 40.7�, 53.3�, 59.6�, 64.0�, 67.4�,
and 70.8� as indicated by a triangle symbol. Aluminum

hydroxide is a product from the redox reaction between

Al and Cu2þ during the formation of Cu/Al:

3Cu2þ þ 2Al0 þ 6OH� ! 3Cu0 þ 2AlðOHÞ3 ð4Þ

Although no attempts were made to investigate the effect

of aluminum hydroxide in this study, our early work

showed that the presence of aluminum oxide tended to

benefit the degradation of tetrachloroethylene with Al

(Lien and Zhang, 1999b).

The reaction kinetics of the degradation of halo-

genated methanes was modeled with a pseudo-first-

order rate equation. Plots of the natural logarithm of

concentrations of halogenated methanes versus time

through linear regression analysis gave straight line re-

sults. Linear regression analyses were used to obtain

observed first-order rate constants (kobs). Disappearance

of carbon tetrachloride reacting with Cu/Al, Al, and Cu

metals at pH 7.6 is plotted in the form of lnðC=C0Þ as a
function of time in Fig. 2 where C0 is the initial con-

centration of carbon tetrachloride (31.8 mg/l). Data

presented in Fig. 2 indicated that the disappearance of

carbon tetrachloride exhibited pseudo-first-order be-

havior (R2 > 0:98). Carbon tetrachloride was rapidly

degraded by Cu/Al while a slow degradation of carbon

tetrachloride by using Al alone was observed. No mea-

surable degradation of carbon tetrachloride by Cu alone

was found. Observed rate constants of Cu/Al and Al

alone were 0.48 and 0.012 (h�1), respectively. This in-

dicated that Cu/Al increased the degradation rate by a

factor of about 40 compared to Al alone.

Effects of pH on the activity of Cu/Al in reactions

with carbon tetrachloride are shown in Fig. 3. Rates of

carbon tetrachloride reduction increased by a factor of

about 2.3 times when initial pH was increased from 7.6

to 9.2. Unlike ZVI that has been found to decrease rates

as pH increased (Chen et al., 2001), Cu/Al exhibited

higher rates of carbon tetrachloride reduction at in-

creased pH. This suggests that Cu/Al may serve as a

better reactive reagent for remediation of contaminated

groundwater associated with high pH problems. Fur-

thermore, an increase in pH throughout the experiment

was found in all studies. During a 24-h reaction period,

pH increased from 7.6, 8.4, and 9.2 to 8.6, 8.9, and 9.7,

respectively.

Fig. 4 shows the time course of the product forma-

tion when degrading halogenated methanes by Cu/Al at

pH 8.4. As shown in Fig. 4(a), carbon tetrachloride was

completely degraded within 8 h while methane, chloro-

form, and dichloromethane were produced. Bimetallic

Cu/Al gave a yield to methane of about 23%, whereas

only trace amounts of chloroform and dichloromethane

were detected (�1%) at the end of the experiment. Fig.

4(b) shows complete degradation of chloroform within

24 h. Dichloromethane and methane accounted for

Fig. 1. XRD patterns of zero-valent Al and bimetallic Cu/Al.

Fig. 2. Degradation of carbon tetrachloride (31.8 mg/l) by Cu/

Al, Al, and Cu at pH 7.6. In all cases, batch experiments were

conducted with 20 g/l of metal loading.

Fig. 3. Effect of pH on the carbon tetrachloride degradation by

Cu/Al. Initial concentration of carbon tetrachloride was 31.8

mg/l and metal loading was 20 g/l.
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about 8.3% and 12.5% of the chloroform lost, respec-

tively. The results for the degradation of bromoform are

shown in Fig. 4(c). Bromoform was completely and

rapidly degraded while no brominated intermediates

such as dibromomethane were found. Methane was the

only detectable product accounting for 35% of the

bromoform lost. In all studies, minor amounts of hy-

drocarbons such as ethane and ethylene appeared briefly

in the headspace. For example, in the degradation of

carbon tetrachloride, ethane and ethylene accounted for

approximately 3% and less than 1% of the carbon tet-

rachloride lost, respectively.

To determine the capability of degrading dichlo-

romethane by Cu/Al, experiments were conducted by

repetitive spiking of dichloromethane into a batch bot-

tle. The batch bottle containing 20 g/l of Cu/Al was

spiked with 16 lmol of dichloromethane four times. Fig.

5 shows the normalized total lmol of dichloromethane

and reaction products in the bottle as a function of time.

A fast initial process followed by a slow subsequent

process was found throughout the experiment while the

accumulation of dehalogenation products (i.e., chlo-

romethane and methane) was detected. The formation

of these dehalogenation products indicated dichloro-

methane underwent a reductive dehalogenation reac-

tion. The fast initial disappearance of dichloromethane

implies that the removal of dichloromethane involves

the sorption occurring initially. Similar results have been

observed in many other surface-mediated processes

where the rapid initial drop of reactants was attributed

to the effect of sorption (Burris et al., 1998; Deng et al.,

1999). A combination of sorption with dehalogenation

reaction may account for the degradation of dichlo-

romethane.

The above study was carried out by using fresh Cu/

Al. From an application point of view, the length of time

that Cu/Al can maintain its activity is an important

concern. A multi-cycle experiment was executed to

evaluate the stability of Cu/Al (Fig. 6). In this study, 10

lmol of carbon tetrachloride was repeatedly spiked into

a batch system when complete degradation of carbon

tetrachloride was achieved in each cycle. The total op-

eration time was about 250 h, which corresponded to

seven cycles. The Cu/Al aging was found in this study

where the observed rate constant declined from about

Fig. 5. Multi-spiking test for the transformation of dichlo-

romethane by Cu/Al. The spiking amount of the reactant was

16 lmol for each cycle. Metal loading was 20 g/l.

Fig. 4. Transformation of halogenated methanes by Cu/Al

at pH 8.4. Metal loading was 20 g/l. (a) Carbon tetrachloride

(31.8 mg/l), (b) chloroform (30.0 mg/l), and (c) bromoform (34.1

mg/l).
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0.58 (h�1) at first cycle to 0.26 (h�1) at fourth cycle.

Nevertheless, activity of Cu/Al remained quite stable

with an average observed rate constant of 0.26 (h�1)

from fourth cycle throughout the last. Compared to Al,

Cu with the low reduction potential could better protect

Al against undesirable oxidants such as oxygen and

water. The presence of Cu on the Al surface clearly

promotes the activity, stability, and usefulness of Cu/Al.

4. Discussion

The combination of Al with Cu significantly en-

hanced rates of the degradation of halogenated meth-

anes compared to either Al or Cu alone. The poor

performance of Al alone is a consequence of the for-

mation of a protective oxide layer on the Al surface that

inhibits the reducibility of Al at near neutral pH. Me-

tallic Cu is incapable of serving as an effective reductant

because of its low reduction potential. In contrast, the

high activity of Cu/Al is attributed, at least in part, to

the enhanced-bimetallic corrosion. In the bimetallic Cu/

Al system, galvanic cells are created by coupling active

metal (i.e., Al) with inert metal (i.e., Cu). The galvanic

cells of Cu/Al couples lead to a significantly large po-

tential gradient (�2.0 V) as compared to other bimetallic

systems (e.g., 1.4 V of Pd/Fe bimetal). Elemental Al

serves as the anode and becomes preferably oxidized in

the galvanic cells while Cu serves as the cathode (Davis,

1999). In other words, the bimetallic structure of Cu/Al

enhances the reducibility of Al for reductive dehalo-

genation by facilitating the Al corrosion.

The transformation of carbon tetrachloride has been

proposed to proceed through different reaction path-

ways depending on the proton availability (Matheson

and Tratnyek, 1994; Choi and Hoffmann, 1995). At low

pH (proton-rich), carbon tetrachloride undergoes a hy-

drogenation to chloroform (Eq. (5)) while base-cata-

lyzed hydrolysis of carbon tetrachloride to carbon

monoxide occurs at high pH (proton-deficient) (Eqs. (6)

and (7)):

CCl4 þ 2e� þHþ ! CHCl3 þ Cl� ð5Þ

CCl4 þ 2e� ! CCl2 : þ2Cl� ð6Þ

CCl2 : þH2O ! COþ 2HCl ð7Þ

In this study, the degradation of carbon tetrachloride

by Cu/Al showed a relatively low carbon mass balance

(28%) but a noticeable yield of methane (23%) at pH 8.4.

The low mass balance of carbon, including only trace

amounts of chloroform and dichloromethane, indicates

Eq. (5) is a minor reaction. The rest of carbon (72%)

may be attributed to the formation of non-halogenated

products such as carbon monoxide according to Eqs. (6)

and (7). They were undetectable by using the provided

analytic methods. Similar results have been observed in

the photoreduction of carbon tetrachloride at high pH

(Choi and Hoffmann, 1995). In fact, hydrolysis being a

separate reaction has been reported in many reductions

with active metals in the absence of protons (Brewster,

1954).

On the other hand, relatively high yields of methane

have commonly been observed in the catalytic dehalo-

genation of carbon tetrachloride using hydrogenation

catalysts such as Pd (Lien and Zhang, 1999a; Lowry and

Reinhard, 1999). Because Pd is incapable of transform-

ing dichloromethane, step-wise formation of methane

through a sequential dehalogenation of carbon tetra-

chloride is unlikely. Therefore, high yields of methane

have been attributed to the direct transformation of

carbon tetrachloride to methane at the surface of cata-

lysts (Lowry and Reinhard, 1999). However, in the ab-

sence of catalysts, carbon tetrachloride reacting with

ZVI underwent the sequential degradation to chloro-

form and dichloromethane while no yield of methane

was observed (Matheson and Tratnyek, 1994). Bime-

tallic Cu/Al gave 23% yield to methane in the degrada-

tion of carbon tetrachloride suggesting that it is not a

simple sequential dehalogenation. Since Cu acts as a

hydrogenation catalyst (Yang et al., 1997), other reac-

tions such as the direct transformation of carbon tetra-

chloride at the Cu/Al surface might be responsible for

the formation of methane. Furthermore, Cu/Al would

gain a great advantage over ZVI or Pd catalysts due to

its capability of degrading dichloromethane. This capa-

bility may be attributed to synergistic effects between Cu

catalysis and high reducibility of Al through galvanic

cells of Cu/Al couples.

To better compare bimetallic Cu/Al with other types

of metals, it is useful to normalize observed rate con-

stants in accordance with activity per unit metal surface

area. Surface-area-normalized rate constant proposed

Fig. 6. Stability of bimetallic Cu/Al in the degradation of car-

bon tetrachloride. Ten lmol of carbon tetrachloride was added

into the bottle for each cycle. Metal loading was 20 g/l.
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by Johnson et al. (1996) has widely been used for this

purpose:

kSA ¼ kobs
asq

ð8Þ

where kSA is the surface-area-normalized rate constant (l/

h/m2); kobs is the observed first-order rate constant; as is
the specific surface area of metal (m2/g); q is the mass

concentration of metal (g/l). In the case of this study, as
and q were 5.31 (m2/g) and 20 (g/l), respectively. The

observed first-order rate constants for the degradation

of halogenated methanes by Cu/Al determined by linear

regression analysis of the experimental data are given in

Table 1. The values of kSA can therefore be determined

according to Eq. (8). Table 1 also lists literature kSA
values for granular iron (Johnson et al., 1996) and

nanoscale Pd/Fe particles (Lien and Zhang, 1999a).

The disappearance of carbon tetrachloride, chlo-

roform, and bromoform exhibited pseudo-first-order

behavior (R2 > 0:98) whereas a poor coefficient of de-

termination (R2 ¼ 0:80) indicated that the overall reac-

tion of dichloromethane was not pseudo-first-order

(Table 1). Since the dehalogenation of dichloromethane

was a slow process compared to that of carbon tetra-

chloride or chloroform, the fast initial sorption process

became a significant factor influencing the data lineari-

zation in accordance with pseudo-first-order kinetics. As

a result, the linearization of the measured data reflecting

mixed effects of sorption and reactions did not exhibit

pseudo-first-order behavior.

Nanoscale Pd/Fe particles have been shown to de-

grade chlorinated methanes and ethylenes more effec-

tively than granular iron although some literature data

reported a significantly high reactivity of carbon tetra-

chloride reacting with granular iron (Johnson et al.,

1996; Lien and Zhang, 1999a, 2001). The activity of

bimetallic Cu/Al in reactions with halogenated methanes

was comparable with that of nanoscale Pd/Fe particles

and granular iron (Table 1). Considered the low cost of

copper (relative to palladium) and its high activity, Cu/

Al could be a promising reactive reagent for remediation

of groundwater contaminated with halogenated meth-

anes.

5. Conclusions

The present investigation on the degradation of

halogenated methanes indicates the potential applica-

tion of bimetallic Cu/Al for groundwater remediation.

It has great potential for serving as a reactive reagent

in PRBs. Bimetallic Cu/Al effectively degraded halo-

genated methanes under high pH conditions where

conventional reagents such as zero-valent iron are

deteriorated. Moreover, bimetallic Cu/Al showed capa-

bility of degrading dichloromethane, a recalcitrant con-

taminant that cannot be degraded by zero-valent metals.

Advantages of bimetallic Cu/Al also include (i) high

activity and stability for the degradation of halogenated

organic solvents in aqueous solutions; (ii) low produc-

tion of toxic intermediates; and (iii) cost-effectiveness.

However, before this technology can be fully optimized

for environmental applications, further study is needed.

Important questions that need to be investigated include

(i) effects of environmental factors on long-term per-

formance of bimetallic Cu/Al, (ii) effects of Cu to Al

ratio on Cu/Al activity, (iii) mass balance of reaction

products, and (iv) the potential production of dissolved

metals (e.g., Cu2þ and Al3þ).
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KINETICS, CATALYSIS, AND REACTION ENGINEERING

Decomposition of Formic Acid under Hydrothermal Conditions

Jianli Yu and Phillip E. Savage*

Department of Chemical Engineering, The University of Michigan, Ann Arbor, Michigan 48109-2136

The thermal decomposition of formic acid was studied in dilute aqueous solutions and in the
absence of added oxygen at temperatures between 320 and 500 °C and pressures between 178
and 303 atm for residence times between 1.4 and 80 s. Under these conditions, the formic acid
conversion ranged from 38% to 100%, and the major products were always CO2 and H2, which
indicates that decarboxylation is the preferred reaction path for formic acid decomposition under
hydrothermal conditions. CO also appeared as a product, which shows that a dehydration path
is available, but the CO yield was always at least an order of magnitude lower than the yields
of CO2 and H2. The kinetics of formic acid disappearance and product formation at temperatures
above 320 °C are consistent with a reaction rate law that is first order in formic acid. The
implications of the present results to the generally accepted molecular decomposition mechanism
are discussed, as are the alternative free-radical, ionic, and surface-catalyzed reaction mecha-
nisms proposed in the literature.

Introduction

Water at elevated temperatures and pressures con-
tinues to be explored as a chemical reaction medium
(Savage et al., 1995; Katritzky et al., 1996; Mishra et
al., 1995). One technological application that exploits
oxidation reactions in water near its critical point (Tc
) 374 °C, Pc ) 218 atm) involves the safe conversion of
organic wastes into innocuous compounds. When this
chemical conversion occurs below the critical point of
water, the technology is referred to as wet air oxidation.
When the conversion occurs above the critical point of
water, the technology is referred to as supercritical
water oxidation. Regardless of the specific temperature
and pressure of the aqueous reaction medium, however,
carboxylic acids are frequently observed intermediate
products from the hydrothermal oxidation of a wide
variety of organic compounds and wastes (Thornton and
Savage, 1990; Copa and Gitchel, 1989). As a conse-
quence, a knowledge of the decomposition pathways,
kinetics, and mechanisms for organic acids in high-
temperature water is useful. In this paper we focus on
the decomposition of the simplest organic acid, formic
acid, in both sub- and supercritical water.
Although the literature provides experimental results

for formic acid decomposition in the gas phase (Blake
and Hinshelwood, 1960; Blake et al., 1971; Saito et al.,
1984; Hsu et al., 1982) and formic acid oxidation in
aqueous solutions (Wightman, 1981; Mishra et al.,
1995), it provides much less information on the decom-
position of formic acid in hot, aqueous solutions in the
absence of added oxygen. Bjerre and Sørensen (1992)
conducted two such experiments at 260 °C and in new
and used reactors. The experiment in the used reactor
resulted in a higher formic acid conversion, higher yields

of CO2 and H2, and a lower yield of CO. In both
reactors, however, the yield of CO2 always exceeded that
of CO. The authors attributed the differences in the
results obtained from the two different reactors to the
surface of the used reactor being rough and corroded
and thereby influencing the reaction. Brill et al. (1996)
reported preliminary results on the hydrothermal de-
composition of formic acid up to 330 °C. They reported
only the CO2 concentration, and they observed that the
temporal variation of the CO2 concentration showed
three distinct phases. The initial stage, which was not
unimolecular, showed a monotonic increase in the CO2
concentration with time. A second quiescent stage,
where little conversion occurs, appeared next, and then
a final explosive stage appeared, wherein decomposition
is very rapid. These authors noted the similarity in
these results to those reported by Falconer and Madix
(1974) for the decomposition of formic acid on clean Ni-
(110) surfaces at 10-7 Torr and 100-125 °C and sug-
gested that surface reactions were important in their
hydrothermal reactor.
The present paper expands upon these two previous

hydrothermal reaction studies and further broadens the
field. We provide experimental data for the yields of
formic acid and all of its major decomposition products
as functions of time. Our experimental conditions
include temperatures up to 500 °C, which is 170 °C
higher than any previous hydrothermal studies. We
explore the effects of temperature, pressure (or water
density), and reactor surface/volume ratio and provide
a quantitative kinetics analysis of formic acid decom-
position under hydrothermal conditions.

Experimental Section

Formic acid was obtained from Aldrich in a nominal
purity of 95-97% and used as received. An aqueous
stock solution containing about 1000 ppm formic acid
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was prepared with distilled, deionized, degassed water.
This dilute aqueous solution served as the reactor feed,
and it was loaded into a 1 gal pressure vessel blanketed
with 500 psi helium before beginning an experiment.
Reactions were accomplished in a Hastelloy C-276

tubular flow reactor system, which has been previously
described in detail (Thornton and Savage, 1990). The
system comprises a nominal preheat section (1.08 mm
i.d.) and a nominal reactor section joined to one another
with a Hastelloy block that was fitted with a thermo-
couple. All reaction temperatures reported in this paper
are the temperatures detected by this thermocouple.
One of the reactors was 1 m long with 1.40 mm i.d.,
and a second reactor was 1.74 m long with 1.08 mm i.d.
The tubular reactor system is immersed in a tempera-
ture-controlled (Techne TC-8D) fluidized bath (Techne
SBL-2) of aluminum oxide particles. The nominal
pressure and temperature were constant in the reactor
section during each experiment. The formic acid solu-
tion was fed through the preheat line and then into the
reactor tube by an Eldex high-pressure liquid chroma-
tography pump. After leaving the heated reactor, the
reactor effluent was rapidly cooled in a heat exchanger,
depressurized, and then separated into gas and liquid
phases at ambient conditions.
The vapor phase was directed to a 10-port Valco valve,

which injected a known volume of gas (either 0.50 or
0.156 mL) into a Hewlett Packard Model 5890 series II
gas chromatograph (GC) equipped with a thermal
conductivity detector. Sample constituents were sepa-
rated on a 10 ft. × 1/8 in. o.d. stainless steel column
packed with 100/120 mesh Supelco Carboseive S-II.
Peak areas were calculated and reported by an HP
3392A integrator. The detector polarity was reversed
before the hydrogen peak appeared so we could quantify
the yield of hydrogen. The oven temperature was 35
°C for the first 7 min, and it then increased 16 °C/min
until it reached 225 °C. Helium flowing at 20 mL/min
served as the carrier gas. The flow rate of the vapor-
phase reactor effluent was measured by using a soap-
film flow meter.
The flow rate of the liquid-phase reactor effluent was

determined by measuring the time required to fill a
graduated cylinder of known volume. Samples of the
liquid phase were collected and analyzed by a Waters
high-performance liquid chromatograph (HPLC) equipped
with a Supelco C610H gel column and operated iso-
cratically with UV detection at 210 nm. The mobile
phase was an aqueous solution of 0.1% H3PO4.
Both the GC and HPLC were calibrated by determin-

ing the detector response for sets of standards with
known amounts of CO, CO2, and H2 (for the GC) and
formic acid (for the HPLC). We typically made two
independent measurements of the gas- and liquid-phase
flow rates and compositions for each steady-state reac-
tion condition. Molar yields of products were calculated
as the molar flow rate of the product in the reactor
effluent divided by the molar flow rate of reactant into
the reactor. The molar yields calculated from the
analytical results for the replicate samples always
agreed to within a few percent. We assumed that the
effluent gas and liquid streams are in equilibrium when
these phases separate at ambient conditions, and we
used Henry’s law to calculate the amount of dissolved
gases in the liquid phase. We also calculated the carbon

balance as the percentage of carbon atoms in the feed
that appear in quantified products in the reactor efflu-
ent.
The residence times reported for these experiments

were calculated as the combined volume of the reactor
and preheater sections divided by the volumetric flow
rate of the fluid at the nominal reaction conditions less
an estimated preheat time. The preheat time was taken
to be constant for a given reaction temperature. It was
calculated as the amount of time the flowing fluid spent
in the preheater at the highest flow rate used in the
experiments. We verified experimentally that this
amount of time was sufficient to preheat the feed to the
reaction temperature at the high flow rate. These
preheat times were typically between 1 and 2 s. Given
the weak sensitivity of the heat-transfer coefficient to
the flow rate and the precise position in the preheater
tubing (Holgate et al., 1992), we expect the preheat time
to be only a weak function of the flow rate and hence
roughly constant during a set of experiments at a fixed
temperature. This approach provides a consistent basis
for calculating the residence time.

Results

Tables 1 and 2 display the experimental conditions
investigated and the results obtained in this study of
the decomposition of formic acid under hydrothermal
conditions. The results in Table 1 were obtained from
a reactor with 1.40 mm i.d., whereas the results in Table
2 were obtained from a reactor with 1.08 mm i.d. In
most cases, the results in Tables 1 and 2 are average
values calculated from flow rate measurements and
analyses of two, and at times four, different gas- and
liquid-phase samples collected at the same nominal
steady-state reaction conditions. We excluded from
these tables results from experiments with carbon
balances less than 85%. Only 8 of the roughly 150 data
sets suffered from low carbon balances, and all eight of
these data sets were from experiments run at low flow
rates where the uncertainty in the gas-phase flow rate
measurement is highest.
CO2 is the major carbon-containing reaction product

under all conditions studied. The yield of CO2 is always
at least an order of magnitude higher than the yield of
CO. This high selectivity to CO2 under hydrothermal
conditions is consistent with the results of Brill et al.
(1996) and Bjerre and Sørensen (1992). This result
stands in contrast with previous gas-phase studies,
however, where CO is the major product (Blake and
Hinshelwood, 1960; Blake et al., 1971; Saito et al., 1984;
Hsu et al., 1982). In a subsequent section of this paper
we discuss reasons for this difference in the product
spectrum for the hydrothermal and gas-phase decom-
position.
If formic acid decomposes to form CO2 as a major

product, then stoichiometry demands that H2 also be
formed in equal yields. We were able to quantify the
H2 yields, and the results appear in Tables 1 and 2. The
H2 yield is always high and close to the value of the
CO2 yield. In fact, the CO2/H2 ratio is typically between
0.9 and 1.2, which shows that these two products appear
in roughly equal yields. We estimate the uncertainty
in the CO2 and H2 yields to be (10% and (15% of the
reported values, respectively. These individual uncer-
tainties lead to a relative uncertainty of 18% in the CO2/
H2 ratio, which implies that nearly all of the experi-
mental results possess a CO2/H2 ratio that includes the
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expected value of unity within their experimental
uncertainties.
Figure 1 displays the temporal variations of the molar

yields of the major carbon-containing products from
formic acid decomposition at 250 atm and at 360, 380,
and 420 °C. At all three temperatures, the formic acid
yield steadily decreases with time while the CO2 yield
steadily increases. The yield of CO also increases with
time, but the CO yield is much lower than the CO2 yield.
The monotonic trends in the product yields apparent
in Figure 1 and in Tables 1 and 2 differ from the trends
observed by Brill et al. (1996). As mentioned in the
Introduction section, these investigators found that the
CO2 temporal profile exhibited three distinct regions.
In the initial region the CO2 yield increased monotoni-
cally, in the second region a “quiescent” period appeared
wherein the CO2 yield remained largely unchanged as
the residence time increased, and in the final region an
“explosive” increase in CO2 production was observed. We
found no need to invoke the existence of three different
reaction stages to explain the formic acid decomposition
data reported herein.

Reaction Kinetics

The analysis in this section focuses on the kinetics of
formic acid disappearance. We first determine the
reaction order and then the rate constant at several of
the temperatures investigated.
The global reaction order, n, for formic acid disap-

pearance can be determined by assessing the effect of
the formic acid concentration, C, on the reaction rate.

To this end, we conducted a set of experiments at 360
°C and 250 atm wherein the concentration of formic acid
in the reactor feed stream was varied by an order of
magnitude but all other process variables (flow rate,
temperature, pressure) remained unchanged. Each
experiment provided the formic acid conversion, X, from
which we calculated the pseudo-first-order rate con-
stant, k′, for formic acid disappearance as

Table 1. Formic Acid Decomposition at 250 atm and Different Temperatures

reaction temp
(°C)

residence
time (s)

formic acid
conc. (mmol/L)

water conc.
(mol/L)

formic acid
conv. (%)

CO yield
(%)

CO2 yield
(%)

H2 yield
(%)

carbon balance
(%)

321 15.4 15.7 39.0 69 0.9 63 67 95
321 20.1 15.7 38.9 71 1.1 66 70 96
321 27.6 15.7 38.9 76 1.3 67 65 92
322 45.8 15.7 38.9 86 1.6 71 74 86

339 12.7 10.4 36.5 71 2.0 78 104 108
340 13.8 10.4 36.5 76 1.6 70 69 95
340 16.0 10.4 36.4 79 1.7 72 71 94
340 18.8 10.4 36.4 84 2.1 79 81 97
340 23.6 10.4 36.4 90 2.9 84 89 98
341 34.0 10.4 36.3 100 3.9 94 101 98

358 6.5 13.3 33.2 38 1.4 42 32 106
358 8.4 13.3 33.1 46 1.6 48 39 103
359 11.0 13.2 33.0 55 1.8 54 47 101
360 16.1 13.1 32.8 70 1.9 67 61 100
361 37.1 13.1 32.6 98 2.4 84 92 88

378 3.4 10.6 26.7 41 1.1 47 37 107
380 3.9 10.1 25.5 49 1.3 52 43 104
379 5.1 10.3 26.1 55 1.5 55 48 101
380 6.9 10.3 25.9 65 1.6 59 50 95
379 10.1 10.5 26.4 77 2.2 71 69 96
380 17.5 10.1 25.4 95 3.1 88 92 96

397 1.9 2.9 10.2 96 1.3 90 92 95
395 2.6 3.1 10.9 97 1.5 90 100 95
396 3.3 3.0 10.6 97 1.5 92 95 97
399 3.8 2.9 9.89 99 1.3 92 99 95
399 4.9 2.8 9.73 100 1.2 91 96 93
400 6.8 2.8 9.55 100 1.3 94 102 96

420 2.4 2.2 7.48 85 5.0 73 79 93
420 3.4 2.2 7.48 90 5.8 77 79 93
420 5.0 2.2 7.48 100 5.9 82 86 87

461 1.5 1.7 5.85 100 5.9 89 97 95
461 1.9 1.7 5.86 100 5.4 90 97 95
461 2.5 1.7 5.86 100 5.2 88 98 93
463 3.4 1.7 5.81 100 5.1 87 95 92
461 5.5 1.7 5.85 100 6.5 83 85 89

480 1.5 1.6 5.42 100 4.2 89 99 93
481 1.9 1.6 5.42 100 3.3 88 101 91
482 2.5 1.6 5.40 100 2.7 88 98 91
481 3.8 1.6 5.42 100 2.6 86 93 89

501 1.4 1.5 5.06 100 3.7 89 99 93
501 1.8 1.5 5.05 100 2.7 91 98 93
501 2.5 1.5 5.06 100 1.9 91 97 92
501 3.6 1.5 5.06 100 2.0 87 83 89

rate ) kCn

k′ )
-ln(1 - X)

τ
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The pseudo-first-order rate constant is related to the
formic acid concentration by

so a log-log plot of these pseudo-first-order rate con-
stants as a function of the mean formic acid concentra-
tion (Cmean) in the reactor during the experiment
provides the global reaction order as 1 plus the slope of
the best-fit line through the data. Figure 2 provides
the log-log plot of the data, and the slope of the line
that best fits the data is -0.06 ( 0.18. The uncertainty
given here and elsewhere in this paper represents the
95% confidence interval about the reported value.
Therefore, the global reaction order for formic acid
decomposition under hydrothermal conditions is 0.94 (
0.18. Given the uncertainty in the reaction order and
its proximity to unity, we conclude that formic acid
disappearance is adequately described by first-order
kinetics under the conditions of the present experi-
ments.
We can also use the results of the experiments in

Figure 2 to obtain an estimate of the first-order rate
constant at 360 °C. The seven experiments in Figure 2
gave rate constants that ranged from 0.10 to 0.15 s-1,
and the mean value was 0.127 ( 0.016 s-1.
Having determined the reaction order and the rate

constant at 360 °C, we next used the data in Tables 1
and 2 from experiments at 320, 340, 360, 380, and 420
°C to determine the first-order rate constant at each of
these temperatures. Experiments at higher tempera-
tures led to complete conversion even at the shortest
residence times studied, so these high-temperature data
are not useful for quantitative kinetics analysis. Linear
regression of the data as ln(1/(1 - X)) vs τ provided the
rate constant as the slope of the line through the origin
that best fit the experimental data.

Table 3, which lists these rate constants, shows that
the rate constant at 250 atm increases as the temper-
ature increases from 320 to 420 °C. Linear regression
of these data as ln k vs 1/T (an Arrhenius plot) leads to
Arrhenius parameters of log A (s-1) ) 6.2 and E ) 20.5
kcal/mol. This preexponential factor is lower than
transition state theory (Moore and Pearson, 1981) would
lead one to expect for an elementary unimolecular
reaction (log A = 13 ( 1). This low value can perhaps
be rationalized, however, if there is a significant loss of
entropy as the atoms in the reactant arrange themselves
to form the activated complex. We note that ab initio
quantum chemical calculations showed that the acti-
vated complex for the unimolecular gas-phase decom-
position of formic acid to form CO2 and H2 involves a
four-center transition state (Ruelle et al., 1986; Melius
et al., 1990; Goddard et al., 1992; Francisco, 1992), as
shown in Figure 3. This transition state is certainly
more “ordered” than formic acid, so ∆S‡ should be less
than zero. According to these quantum chemical cal-
culations, however, the activation energy for this de-
carboxylation path should be about 65-70 kcal/mol,
which is much greater than the 20.5 kcal/mol we
obtained from these experiments. Thus, these experi-
mental Arrhenius parameters for the first-order rate
constant for formic acid decomposition under hydro-
thermal conditions differ from those expected for a
unimolecular elimination reaction in the gas phase
based on quantum chemical calculations.
One possible reason for these differences is that the

mechanism for the hydrothermal decomposition differs
from the gas-phase mechanism and that water plays a
role in the reaction. Ruelle et al. (1986) and Ruelle
(1987) suggested that water is a catalyst for the decar-
boxylation reaction. Later, Melius et al. (1990) consid-
ered the potential catalytic effect of water on both the
decarboxylation and dehydration paths. Illustrations

Table 2. Formic Acid Decomposition at 380 °C and Different Pressures

reaction pressure
(atm)

residence
time (s)

formic acid
conc. (mmol/L)

water conc.
(mol/L)

formic acid
conv. (%)

CO yield
(%)

CO2 yield
(%)

H2 yield
(%)

carbon balance
(%)

178 1.6 1.5 5.29 66 0.7 60 48 94
178 2.5 1.5 5.29 64 0.8 58 47 95
178 4.1 1.5 5.29 69 0.9 60 44 92
178 6.5 1.5 5.29 74 1.0 67 49 94
178 11.8 1.5 5.29 90 0.8 80 58 91

205 2.1 2.2 7.27 67 0.9 64 52 98
205 3.5 2.2 7.25 75 0.8 72 59 99
205 5.6 2.2 7.26 88 0.6 82 68 95
205 9.1 2.2 7.29 96 0.4 89 69 94
205 16.4 2.2 7.24 100 0.5 90 72 90

219 2.7 2.7 9.35 85 1.0 80 65 96
219 4.6 2.7 9.37 92 0.7 87 72 96
219 7.3 2.7 9.31 96 0.5 91 76 95
219 12.0 2.7 9.29 99 0.4 93 77 94
219 17.2 2.7 9.20 100 0.3 90 68 90

250 23.2 10.2 25.6 92 1.7 91 83 101
250 28.3 10.1 25.4 96 1.9 95 85 100
250 36.2 10.1 25.3 99 1.6 98 91 100
250 46.3 10.1 25.2 100 1.2 99 95 100
250 49.7 10.0 25.1 100 1.9 95 87 97
250 63.3 10.0 25.1 100 0.9 92 81 93
273 25.5 8.0 27.8 99 1.8 95 79 97
273 29.9 8.1 27.9 100 1.2 95 78 96
273 39.9 8.1 27.8 100 0.9 102 81 103
273 55.1 8.1 27.8 100 0.4 92 75 93

301 34.1 8.6 29.6 100 1.3 97 85 99
302 44.2 8.6 29.6 100 0.8 96 83 97
302 62.0 8.6 29.6 100 0.3 94 79 94
303 80.1 8.6 29.7 100 0.0 86 59 86

k′ ) kCmean
n-1
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of the relevant transition states for these water-
catalyzed decomposition mechanisms appear in Figure
3. All of these quantum chemical calculations showed
that the activation energy for a decarboxylation reaction

that involved a water molecule in the transition state
was about 20-25 kcal/mol lower than the activation
energy of the competing unimolecular decomposition
reactions. Therefore, we reassessed the experimental
kinetics by exploring the possibility of the decomposition
reaction being catalyzed by water and thereby being
second order overall. The second-order rate constants,
which also appear in Table 3, were calculated as the
first-order rate constants divided by the water concen-
tration (which was essentially constant) at reaction
conditions. A linear regression of these second-order
rate constants as ln k vs 1/T led to Arrhenius param-
eters of log A (L/mol‚s) ) 9.3 and E ) 33.6 kcal/mol.
This experimental activation energy of 33.6 ( 17.2 kcal/
mol is similar to the activation energies of 48.7 kcal/
mol, 45.3 and 47.9 kcal/mol, and 21.5 and 37.3 kcal/mol
that Ruelle et al. (1986), Akiya and Savage (1998), and
Melius et al. (1990) obtained from ab initio quantum
chemical calculations for the water-catalyzed decar-
boxylation reaction. Moreover, the experimental pre-
exponential factor is of the same order of magnitude as
one would expect for a bimolecular reaction. Note,
however, the uncertainty in the individual Arrhenius
parameters is high because of the strong correlation
between A and E, so one must exercise caution in
assigning chemical significance to their numerical val-
ues.
To test further the effect of water on the decarboxy-

lation reaction kinetics, we consider the sets of experi-

Figure 1. Temporal variation of product yields from formic acid
decomposition at 250 atm (discrete points are experimental data;
smooth curves are calculated from rate constants in Table 4): (a)
360 °C; (b) 380 °C; (c) 420 °C.

Figure 2. Effect of formic acid concentration on the first-order
rate constant for formic acid disappearance at 360 °C and 250 atm.

Table 3. Rate Constants for Formic Acid Disappearance
under Hydrothermal Conditions

-rHCOOH ) k[HCOOH] -rHCOOH ) k[HCOOH][H2O]

temp (°C)
pressure
(atm) k (1/s) k (L/mol‚s)

95% CIa
(% of k)

320 250 0.050 0.0013 26
340 250 0.098 0.0027 3
360 250 0.127b 0.0038 13
360 250 0.097 0.0029 17
380 250 0.164 0.0063 8
420 250 0.719 0.096 24
380 178 0.216 0.041 36
380 205 0.366 0.050 13
380 219 0.430 0.046 20
380 250 0.116 0.0045 12
380 273 0.192 0.0069 n.d.c

a CI ) confidence interval. b Determined from data in Figure
2. c n.d. ) not determined because of insufficient data.

Figure 3. Illustration of molecular elimination mechanisms for
formic acid decomposition.
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ments conducted at a nominally constant temperature
of 380 °C and at different pressures and hence different
water densities. The results of these experiments
appear in Table 2, the first-order rate constants at each
pressure appear in Table 3, and the rate constant as a
function of the water density at the reaction conditions
appears in Figure 4. If the decarboxylation reaction
occurs in a single elementary step that is catalyzed by
a single water molecule, the kinetics of this reaction
would be first order in water, which implies that a
straight line through the data in Figure 4 would possess
a slope of unity. The first three data points at the low
water concentrations display precisely this trend, but
the last two data points at the higher pressures clearly
do not. The rate constant at the highest water density
was calculated from a single experimental run, so it was
not possible to calculate the 95% confidence interval for
this rate constant. Given that the rate constant is an
estimate based on a single point, however, we expect
its uncertainty to exceed the uncertainties associated
with the other rate constants in Figure 4.
A factor that complicates the proper discernment of

the effect of pressure (or water density) on the decom-
position kinetics is the possibility that the dominant
decomposition mechanism might be density dependent.
The calculations of Melius et al. (1990) revealed that,
for the dehydration path, the unimolecular mechanism
would be expected to be the fastest step at 700 K and 1
atm whereas a mechanism with one or two water
molecules in the transition state would be expected to
be the fastest step at 700 K and 300 atm. Even with
this possible shift in mechanism as the density in-
creases, however, one would expect the pseudo-first-
order rate constant to increase with isothermal in-
creases in the water density if the primary role of water
is to catalyze the decomposition in a single elementary
step. This expected monotonic increase is clearly not
apparent in Figure 4.
Rice and co-workers (1996) at the Combustion Re-

search Facility in Sandia National Laboratory have
performed similar experiments to determine the effect
of the water density on the kinetics of the water-gas
shift reaction (CO + H2O ) CO2 + H2). Their experi-
ments were motivated by Melius et al. (1990) proposing
a formic acid intermediate for this reaction and, as noted
above, predicting that high water densities would reduce
the energy barriers and accelerate the reaction rate. The
group at Sandia confirmed this prediction by observing
that a 3-fold increase in the water density (from 9.4 to
30.8 mol/L) at 410 °C resulted in a 40-fold increase in
the rate of CO disappearance. Our data in Figure 4

show, at most, a 4-fold difference in rate over roughly
the same range of water densities. Integrating these
two sets of data suggests that the rate of formation of
formic acid from CO and H2O is slow and strongly
dependent on the water density, whereas the decompo-
sition of formic acid to CO2 and H2 is much faster and
the decomposition kinetics are much less sensitive to
the water density.
The previous reports (Bjerre and Sørensen, 1992; Brill

et al., 1996) on the hydrothermal decomposition of
formic acid have either identified or intimated that the
reactor surface might influence the reaction kinetics.
We conducted a set of experiments at identical nominal
reaction conditions (380 °C, 250 atm) but with reactors
with different inner diameters and therefore different
surface area to volume (S/V) ratios to explore the effect
of the S/V ratio on the decomposition kinetics. The
results from these experiments appear in Figure 5,
which displays the first-order rate constant for formic
acid disappearance as a function of the S/V ratio. The
two data points at the higher S/V ratios correspond to
the rate constants already reported in Table 3, and the
two data points at the lower S/V ratios were obtained
in a reactor with a larger inner diameter of 4.8 mm. In
one experiment, a smaller Hastelloy tube was placed
inside the 4.8 mm i.d. reactor to give a slightly higher
S/V ratio than that of the empty reactor system itself.
The results in Figure 5 show that decreasing the reactor
S/V ratio had very little effect on the rate constant. This
observation leads us to conclude that the kinetics data
derived from the experimental data in Tables 1 and 2
are largely insensitive to the reactor S/V ratio (within
the range of values explored experimentally). Thus, it
appears that random error and not surface-catalyzed
reactions is the main contributor to the 40% difference
between the rate constants obtained from different
reactors at 380 °C and 250 atm as reported in Table 3.

Reaction Network

Studies of formic acid decomposition in the gas phase
(Blake and Hinshelwood, 1960; Blake et al., 1971; Saito
et al., 1984; Hsu et al., 1982) showed that the main
reaction was dehydration, which formed CO and H2O,
and that decarboxylation, which forms CO2 and H2,
occurred to a lesser extent. The results in Tables 1 and
2, on the other hand, show that the main reaction under
hydrothermal conditions is decarboxylation and that
dehydration is much less important. Results from
reactions both in the gas phase and in a hydrothermal

Figure 4. Effect of water density on first-order rate constants at
380 °C. Figure 5. Effect of reactor surface/volume ratio on first-order rate

constant at 380 °C and 250 atm.

Ind. Eng. Chem. Res., Vol. 37, No. 1, 1998 7



medium are consistent, however, in showing that at
least two parallel paths are available for formic acid
decomposition.
The discussion above suggests that the reaction

network below can describe the main reaction paths for
formic acid decomposition under hydrothermal condi-
tions.

This network includes parallel primary reactions for
formic acid decomposition. The main route is reaction
1, which is the decarboxylation pathway. The minor
route is reaction 2, which is the dehydration pathway.
As noted in the previous section, one possible expla-

nation for the significant difference in the relative
amounts of CO and CO2 formed in the gas phase and
in aqueous solution is that water enhances the rate of
decarboxylation, as Ruelle et al. (1986) propose. The
results of Melius et al. (1990), on the other hand, show
that water is also a catalyst for the dehydration path.
Their computational study showed that the inclusion
of a single water molecule in the transition states for
decarboxylation and dehydration reduced the respective
energy barriers by roughly equal amounts. Likewise,
including a second water molecule in the transition state
further reduced the energy barriers, but again by
roughly equal amounts. The Melius et al. calculations
also showed that the energy barrier for dehydration
exceeds that for decarboxylation, in both the absence
and presence of water molecules. Therefore, these
electronic-structure calculations do not anticipate the
experimental observation that CO is the major decom-
position product in the gas phase whereas CO2 is the
major product from formic acid decomposition under
hydrothermal conditions. This observed inconsistency
points out that the quantitative details of the current
mechanistic understanding of formic acid decomposition
are incomplete and that additional theoretical work is
in order. Our efforts in this area are described by Akiya
and Savage (1998).
Having proposed a reaction network, we next focus

attention on obtaining quantitative estimates for the
rate constants for the two parallel reaction paths for
formic acid decomposition. These estimates were ob-
tained by fitting the molar yield profiles calculated from
numerical solution of the governing differential equa-
tions to the experimental data. The differential equa-
tions are

where τ is the residence time in the plug-flow reactor
and MYi is the molar yield of compound i. These
equations were solved numerically using Euler’s method.
The objective function that was minimized during the
parameter estimation was the sum of the squared
differences between the calculated and experimental
molar yields of formic acid, CO, and CO2. This simul-

taneous differential equation solution and parameter
estimation was performed by using the Solver option
in a Microsoft Excel spreadsheet. Table 4 displays the
estimated first-order rate constants, and Figure 1
compares the calculated and experimental temporal
variations of the products’ molar yields. It is clear that
the use of first-order kinetics for each of the parallel
primary paths provides a good quantitative description
of these experimental data. The rate constants in Table
4 differ from those in Table 3 because different objective
functions were employed in the parameter estimation.
The rate constants in Table 3 were calculated by using
only the formic acid disappearance data. The rate
constants in Table 4, on the other hand, were calculated
by using the data for formic acid, CO, and CO2.

Mechanisms

The literature describes several different mechanisms
for formic acid decomposition that can potentially occur
under the hydrothermal conditions used in the present
experiments. As previously discussed, molecular elimi-
nation is generally regarded as the most important
mechanism for formic acid decomposition in the gas
phase (Goddard et al., 1992; Francisco, 1992) and in the
presence of water (Ruelle et al., 1986; Melius et al.,
1990). Our experimental observations regarding the
effect of the water density on the decomposition kinetics
and regarding the relative amounts of CO and CO2
produced, however, are not fully consistent with the
quantitative details of the molecular mechanisms pro-
posed in the literature. This inconsistency suggests that
either the current concept of the molecular mechanisms
is incomplete or some other mechanism might be
operative under the hydrothermal conditions of our
experiments. Alternative mechanisms include free-
radical, ionic, and surface-catalyzed reactions. Each of
these mechanistic possibilities is described and dis-
cussed in this section.
Free-Radical Reaction. Decomposition of formic

acid via free-radical reactions is a possible mechanism
under the conditions of our experiments. For example,
a reactive COOH radical (or more commonly HOCO) can
be formed by removing the hydrogen atom from the
C-H bond in formic acid. This formyl C-H bond is
weaker than the O-H bond (Singleton et al., 1988). This
bond cleavage process could occur through homolytic
dissociation or by hydrogen abstraction. The COOH
radical can then decompose to form either CO2 or CO.
The set of reactions is as follows.

HCOOH f CO2 + H2 (1)

HCOOH f CO + H2O (2)

d
dτ
(MYHCOOH) ) -(k1 + k2)MYHCOOH

d
dτ
(MYCO2

) ) k1MYHCOOH

d
dτ
(MYCO) ) k2MYHCOOH

Table 4. First-Order Rate Constants for a Formic Acid
Reaction Network

temp (°C) pressure (atm) k1 (1/s) k2 (1/s)

320 250 0.053 0.004
340 250 0.093 0.004
360 250 0.070 0.003
380 250 0.143 0.006
420 250 0.470 0.048
380 178 0.296 0.029
380 205 0.352 0.016
380 219 0.459 0.018
380 250 0.107 0.002

HCOOH ) H + COOH

COOH ) H + CO2
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The H and OH radicals formed in the latter two steps
can attack formic acid, abstract hydrogen, and thereby
possibly generate additional COOH radicals. Thus, the
opportunity might exist for a free-radical chain reaction.
Gorden and Ausloos (1961) found it necessary to invoke
free-radical chain reactions to explain fully results from
the vapor-phase photolysis of formic acid above 200 °C.
The reaction of OH with formic acid has been studied

(Singleton et al., 1988; Wine et al., 1985; Jolly et al.,
1986), but only near ambient temperature and pressure,
which is the region of interest in atmospheric chemistry.
Under these conditions, the reaction is complex, and the
mechanism has not been established unambiguously.
It does appear clear though that OH prefers to attack
the O-H bond in formic acid rather than the weaker
formyl C-H bond under atmospheric chemistry condi-
tions. At higher temperatures, however, abstraction
from the formyl group is expected to make a larger
contribution to the overall reaction (Singleton et al.,
1988). Nevertheless, a free-radical chain with OH as
the chain carrier does not appear to be likely. A chain
with H as the chain carrier remains a possibility.
Although a free-radical chain appears to be feasible

for formic acid decomposition, it does not appear to be
the prevalent mechanism. There is both experimental
and computational evidence against a free-radical mech-
anism being important. Blake and Hinshelwood (1960)
found that the addition of propylene and isobutene,
which are good free-radical scavengers, had no effect
on the rate of formic acid decomposition in the gas phase
at temperatures around 500 °C. Hsu et al. (1982)
considered the possibility of a radical process for the gas-
phase decomposition of formic acid in a shock tube but
ruled it out because the kinetics it predicted were not
consistent with all of their experimental data. Finally,
Goddard et al. (1992) and Francisco (1992) compared
the energetics of the molecular mechanisms and the
competing free-radical initiation steps and concluded
that neither dehydration nor decarboxylation involve
free-radical chains.
Ionic Reaction. Because some of the hydrothermal

conditions used in the present experiments can support
the formation of ions, it is possible that ionic reactions
occur during the decomposition of formic acid. For
example, formic acid can dissociate according to

and then subsequent decomposition of the anion could
produce CO2. Maiella and Brill (1996) included this
type of ionic decomposition mechanism in their analysis
of malonic acid decomposition under hydrothermal
conditions. They found that only a small amount of the
malonate anion was produced (less than 1% yield) and
that the rate constant for production of CO2 from the
anion was about 30% lower than the rate constant for
production of CO2 directly from malonic acid. If these
results are generally true for other carboxylic acids, one
would expect the contribution of ionic reactions to the
overall hydrothermal decomposition kinetics of organic
acids to be small.
Surface-Catalyzed Reaction. One final potential

mechanism that we consider for the decomposition of
formic acid under hydrothermal conditions involves
surface-catalyzed reactions. There have been numerous
studies of formic acid decomposition on the surfaces of

well-characterized single crystals at very low pressures,
and it is clear that surfaces promote the decomposition.
Moreover, surface effects have also been observed or
implicated under hydrothermal conditions. For ex-
ample, Bjerre and Sørensen (1992) obtained different
results from formic acid decomposition experiments at
260 °C in new and used reactors. The used reactor led
to a higher formic acid conversion, higher yields of CO2
and H2, and a lower yield of CO. They attributed the
difference to the older reactor surface being rough and
corroded. Brill et al. (1996) noted that the temporal
variation of the CO2 profile from formic acid decomposi-
tion under hydrothermal conditions was strikingly
similar to that observed from decomposition on a Ni-
(110) surface under ultrahigh-vacuum conditions (Fal-
coner and Madix, 1974). Of course, one must recognize
that the reaction conditions are very different in these
two studies. One involved pressures of 10-7 Torr,
whereas the other involved 275 bar.
As noted in a previous section, our experimental

results do not show the same behavior as the data
reported by Brill et al. (1996). Rather, our data exhibit
temporal variations that are consistent with a first-
order rate expression, which could describe a homoge-
neous fluid-phase reaction. Moreover, we did not ob-
serve any significant changes in the decomposition
kinetics as the reactor S/V ratio was varied.
To summarize this discussion of mechanistic issues

and review of the literature, we find that formic acid
decomposition under hydrothermal conditions probably
proceeds through molecular reaction steps, with the
reactions possibly being water catalyzed. Free-radical,
ionic, and surface-catalyzed reactions are not expected
to be as significant. In closing, we note that the
quantitative details of the mechanism for the gas-phase
decomposition of formic acid have not yet been fully
resolved, so these suggestions regarding the hydrother-
mal decomposition mechanisms necessarily remain
speculative. It is clear that additional experimental
work is warranted to resolve issues such as the role of
water and metal surfaces in the decomposition reaction.

Summary and Conclusions

Formic acid decomposition under hydrothermal con-
ditions leads to high yields of CO2 and H2. The rates of
formic acid disappearance and product formation at
temperatures above 320 °C are consistent with first-
order kinetics. Experiments were conducted to probe
the effect of the water density on the decomposition
kinetics at 380 °C, but no monotonic trend was appar-
ent. A comparison of the present experimental results
with the results one would expect based on the molec-
ular decomposition mechanisms in the literature re-
vealed some inconsistencies in the effect of density on
the rate and in the selectivities to CO and CO2. These
inconsistencies lead us to conclude that either physical
phenomena are confounding the chemical mechanisms
or the quantitative details regarding the mechanism of
formic acid decomposition in the presence of water and
under hydrothermal conditions have not been fully
resolved. Thus, the physical and chemical behavior of
this simple organic acid under hydrothermal conditions
is both interesting and complex. Additional experimen-
tal and computational research that determines the
effect of the water density on the kinetics and product
yields and that distinguishes between the effects of
homogeneous and heterogeneous reactions is warranted.

COOH ) OH + CO

HCOOH ) HCOO- + H+
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